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An Introduction to Big Data and Democracy

Kevin Macnish and Jai Galliott

Over the past decade, political systems across Europe, Asia and North America 
have been challenged by events including large waves of immigration, a 
resurgence of economic protectionism and the rise of a pernicious brand 
of nationalism. Established politicians have adapted their rhetoric and pro-
cesses in ways that risk alienating the population bases they serve, while 
populist politicians promising easy solutions have gained signifi cant trac-
tion with the electorate. Yet in the coming decade, the greatest challenge to 
face democracies will be to develop new capabilities and protections that 
allow for the appropriate management and exploitation of big data. We use 
the term ‘big data’ to mean the exponentially increasing amount of digital 
information being created by new information technologies (such as mobile 
Internet, cloud storage, social networking and the ‘Internet of Things ’ that 
has come to include everything from polling machines to sex toys), as well as 
the advanced analytics used to process that data. Big data yields not simply 
a quantitative increase in information, but a qualitative change in how we 
create new knowledge and understand the world, bringing with it a host of 
ethical questions. These data-related information technologies have already 
begun to revolutionise commerce and science, transforming the economy 
and acting as enablers for other game-changing technology trends, from 
next-generation genomics to energy exploration.

Despite this, the impact of big data on democracy has only recently come 
under the microscope. This is not altogether surprising. The term ‘big data’ 
entered general public consciousness early in 2012 when an article by Charles 
Duhigg in the New York Times reported on a US  superstore identifying a teen-
age girl as pregnant before she had told her father (Duhigg 2012). The early 
public focus on the impact of big data thus fell on retail opportunities and 
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threats to civic and individual values such as privacy . In the UK  at least, the 
Care.Data fi asco of 2014, in which the government announced that all data 
collected on patients in the UK would be entered into a single database 
without seeking consent, turned attention to medical applications (Knapton 
2016). This was reinforced, again in the UK, with the Google  DeepMind/
Royal Free Trust hospitals case the same year, in which a private company was 
being passed sensitive medical information by a public institution (Powles 
and Hodson 2017; Hern 2017; Suleyman and King 2017).

In September 2016, the CEO of Cambridge Analytica , Alexander Nix , 
gave a presentation at the annual Concordia Summit in New York City. His 
presentation, ‘The Power of Big Data and Psychographics’, described his 
approach to audience targeting and data modelling, and explained how, 
when combined with psychological profi ling , this would ‘enhance’ elec-
tions  and disrupt conventional marketing (Concordia 2016). Proceeding to 
discuss how his company had assisted the unsuccessful bid of US  Senator 
Ted Cruz for the Republican Party nomination for the 2016 US Presidential 
election , Nix explained that his company had developed a model to ‘predict 
the personality of every single adult in the United States  of America’ based 
on ‘hundreds and hundreds of thousands’ of responses by Americans to a 
survey. The purpose of this model was to tailor political messages to target 
individuals with certain personality traits. As Nix explained, ‘today com-
munication is becoming ever increasingly targeted. It’s being individualised 
for every single person in this room . . . [Y]ou’ll only receive adverts that not 
only are on the products and services, or in the case of elections, issues that 
you care about most, but that have been nuanced in order to refl ect the way 
you see the world’ (Concordia 2016).

While Cambridge Analytica  would later close after intense scrutiny as 
to how they had acquired data via a personality test app that an indepen-
dent researcher had deployed on Facebook  (Solon and Laughland 2018), 
the techniques Nix described demonstrate the possibilities with regard to 
political messaging on offer thanks to the combination of social media  and 
big data analytics. Facebook in particular faces what some are calling an 
‘existential crisis’ over revelations that its user data fell into the hands of 
the Trump  campaign (Byers 2018). Whether the attacks on the social media 
giant are justifi ed, the fact is that the Obama  campaign also employed big 
data analytic techniques on Facebook data in 2012. Indeed, the re-election  
campaign for President Barack Obama  in the 2012 US  Presidential elec-
tion was seen as innovative precisely for its use of social media and big 
data analytics (O’Neil  2016: 188–93). However, the reaction from the pun-
dits and press in 2012 was somewhat different, with articles titled ‘Obama , 
Facebook and the Power of Friendship: the 2012 Data Election’ (Pilkington 
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An Introduction to Big Data and Democracy / 3

and Michel 2012) and ‘How Obama ’s  Team Used Big Data to Rally Voters’ 
(Issenberg 2012). The Obama  campaign encouraged supporters to down-
load an Obama  2012 Facebook app that, when activated, let the campaign 
collect Facebook data both on users and their friends. The campaign later 
boasted that more than a million people had downloaded the app, which, 
given an average friend-list size of 190, means that as many as 190 million 
had at least some of their Facebook data vacuumed up by the Obama  cam-
paign without their explicit knowledge or consent (Leetaru 2018). While 
the use of data analytics was prevalent by both the Obama  campaign and 
the Trump  campaign, a signifi cant factor in the meantime has been the rise 
of people accessing news articles via social media, and the associated rise of 
‘fake news’  stories and websites.

In the same year as Trump  won the US  presidential elections , in the UK  
the Leave campaign in the European  Referendum similarly boasted success, 
with the offi cial Leave campaign, Vote Leave, proclaiming that big data had 
played the pivotal role (Cummings 2016). Even more remarkable, is that 
few people realised that this technology, the collection, aggregation and 
application of big data, was being utilised during the referendum. It was 
later revealed that Cambridge Analytica  provided initial help and guidance 
to the Leave.EU  campaign, which then went on to develop its own arti-
fi cial intelligence  analysis methodology (Ram 2018). The 2017 elections 
in Germany  were subsequently shrouded in anxiety, some stemming from 
concerns about the role of big data. Fake accounts and social bots , fi lter 
bubbles  and echo chambers , foreign propaganda  machineries and cam-
paign micro-targeting  called the neutrality, inclusiveness and permeability 
of Germany’s  digital public spheres  into question (Essif 2017; Kruschinski 
and Haller 2017).

Big data has meant that political organisations now have the tools to 
identify issues important to specifi c individuals, determine how to present 
their case in the most effective way for those individuals, and the means to 
communicate their message directly to them. In many ways, this is ideal for 
the democratic process: if I as a citizen do not care about military  spending, 
why waste my time with advertising  about that? Tell me what your party 
will do to social welfare spending. Big data allows you to know that I care 
for social welfare and not the military, and allows your party to reach me 
directly. At the same time, your party can inform a soldier that her job is 
secure if you should gain power.

The potential downside of this is the result of the soldier and I seeing 
different messages. Political discourse thus risks becoming a private (typi-
cally one-way) conversation between the speaker and the targeted audience. 
Yet this has always been true: from voting in ancient Athens to politicians 
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door-stepping voters today, those seeking election  could fi ne-tune their 
message to individual voters. Likewise, political advertising  is hardly new, 
with some advertisements  appealing to some voters and other advertising 
appealing to different voters. Different posters may go up in different parts 
of the same city or country depending on the demographic being reached. 
Is there really anything new in what has been happening with big data in 
democratic processes?

The chapters in this volume propose several areas of concern which have 
arisen in recent years in relation to big data and democracy, and which can 
be conceived as fundamentally novel. These range from trust  in automated 
systems operating on the basis of big data to the aforementioned individu-
alisation of political messaging. In the case of the latter, the substantive 
change in the nature of advertising  is that whereas a variety of political 
posters may have been used, as posters these were in the public space and 
available for examination by all citizens, even if they were more likely to be 
seen by only a sub-set. Individuated political advertising on social media  
micro-targets  the message to a sub-set without the opportunity of others 
seeing what is being sent.

Any attempt at making political discourse private risks undermining the 
public discussion of political views and identities. These risks are further 
exacerbated by the proliferation of echo chambers  and fi lter bubbles , as 
social media  contributes to reinforcing our own prejudices while shielding 
us from the values, thoughts and feelings of others. As discussed in several 
chapters of this volume, a stable democracy requires a shared identity and 
political culture to prevent it fracturing into separate political communi-
ties. This in turn necessitates some common communication network for 
political messages to be transmitted, understood and evaluated by citizens. 
Without neutral, inclusive and open public spheres , the aggregation of indi-
vidual interests or beliefs about the common good risks distortion, the con-
trol  of political institutions  loses effectiveness, and the civic commitments 
of citizens may deteriorate as trust  declines.

We are currently in the middle of a technological disruption that will 
transform the way society is organised and may go on to impact the free-
doms of citizens if we do not immediately investigate the challenges posed 
by big data. The effectiveness of these technologies and techniques appears 
to have reached new heights, with the digital upheaval in full swing and 
showing no signs of slowing. The quantity of data we produce doubles 
every year, so that in 2016 we produced as much processable data as in the 
history of humankind up to 2015. Every minute we produce hundreds of 
thousands of Google  searches and Facebook  posts. Each of these contains 
information that reveal how we think and feel. The things around us, from 

6357_Macnish and Galliott.indd   46357_Macnish and Galliott.indd   4 21/05/20   1:20 PM21/05/20   1:20 PM

Published online by Cambridge University Press



An Introduction to Big Data and Democracy / 5

clothing to cars to kettles, are increasingly connected to the Internet. It is 
estimated that in 10 years’ time there will be 150 billion networked measur-
ing sensors, twenty times more than the number of people on Earth. Then, 
the amount of data will double every 12 hours.

At the same time, the challenges to democratic society presented by data 
analytics are not limited to the party-political process. The Snowden  rev-
elations included claims that vast quantities of internet data were being 
collected by the US , UK  and other intelligence agencies with the purported 
goal of uncovering patterns of behaviour which might indicate military  or 
security  threats. Artifi cial intelligence  based on assessments of large data 
sets is increasingly being tested for parole boards and in predictive  policing , 
leading to concerns that people may soon be apprehended for ‘pre-crime ’. 
Furthermore, while many in society have a degree of control  over at least 
some of the data they share, others who rely on welfare do not and must 
share openly with the state to receive support (Macnish 2017). This volume 
investigates the phenomenon that is big data and provides a much-needed 
critical exploration of the extent to which the exponentially increasing 
amount of digital information available to political actors is transform-
ing the shaping of societies through the democratic process and questions 
whether are there reasonable democratic limits that can be placed on the 
employment of big data depending on the collection, storage, processing or 
use of that data.

The book is divided into four parts. Part One looks at the relationship 
that exists between citizens and data. In the fi rst chapter, Kieron O’Hara 
applies a Weberian  analysis to developments in big data. He argues that 
just as Weber noted a move from the pre-modern to the modern with the 
advent of bureaucracy, so we are now entering a time of digital modernity . 
The focus in digital modernity is less the present (what is happening now) 
as the subjunctive (what could happen), governed by data. This, he argues, 
gives data a central role in governing for both good and ill.

In his chapter, Carl Fox argues that citizens deserve ‘opacity  respect ’ in 
which the state refrains from peering into citizens’ lives to determine their 
capacities, for good or ill. Governments should assume that we are rational 
agents, barring certain obvious exceptions such as infants and people who 
are mentally incapacitated, in the same way that we assume this of each 
other. To dig deeper, without permission, is to undermine human dignity 
and that which renders us equal  as humans, thereby forming a foundation 
of the democratic ideology.

Kevin Macnish and Stephanie Gauttier take a different angle on the 
question of democratic implications of data by looking at the concept 
of ownership  of personal data . This has been suggested as a way of 
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giving citizens control  of ‘their’ data and is assumed in European  law. 
However, Macnish and Gauttier argue that there are, at best, only weak 
philosophical grounds on which to base this claim, and that the con-
sequences of viewing our relationship with the data that describe us in 
terms of ownership may turn out to be highly undesirable. Instead, they 
argue that control should be based around custody of data and the poten-
tial for harm.

Tom Sorell turns our attention to two state (police) uses of big data 
that have elicited concern: the creation of DNA  databases and the use of 
past data to predict future crimes and criminals. In response to the former, 
Sorell argues that there is nothing intrinsically wrong with large-scale, indis-
criminate databases of DNA profi les. These do not constitute an invasion 
of privacy , and nor do they necessarily render an entire population suspect, 
although he accepts that in the current climate they may be interpreted that 
way. As regards predictive  policing , Sorell’s argument is that these uses are 
more concerning, basing future decisions on past information that may no 
longer be pertinent and could well be discriminatory.

Part Two turns to look at political advertising , a point of reference in 
Fox’s chapter, and the centre of attention for Joe Saunders. What is it about 
the micro-targeting  of political advertising, asks Saunders, that is so wrong? 
His response is that, like dog-whistle politics , sending different advertising 
to different targets can obscure the open public discussion of policy that is 
critical to the democratic process. As such, parties (and individuals) that 
win power through such means fi nd themselves with no democratic man-
date to govern.

This discussion is followed by a chapter on Twitter  and electoral bias  by 
Wulf Loh, Anne Suphan and Christopher Zirnig. Here the authors intro-
duce Habermasian  criteria for the functioning of a healthy democracy and 
apply research from the use of Twitter during the most recent German  gen-
eral election  to describe the infl uence (or lack thereof) of social media  on 
the electoral process. In particular, the authors highlight what they call a 
social media divide.

In his chapter, Thorsten Brønholt introduces the concept of gated com-
munities of the digitised mind. These draw on the notions of echo cham-
bers  and fi lter bubbles  to suggest that there are regions for at least some of 
us that function in the same way as a gated community in which we mix 
only with those least likely to challenge our views. He supports this argu-
ment with original analysis of fi fteen Danish  politicians which summarises 
the results from semi-structured interviews with the respondents, and an 
analysis of their personal Facebook  and Twitter  feeds, as well as identical 
Google  searches on their private devices.
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In the fi nal chapter of this section, Dave Kinkead and David Douglas 
draw on the history of democracies to see how big data and its use with 
social media  sites introduces new challenges to the contemporary market-
place of ideas. They note that traditionally one could narrowcast a tailored 
message with some impunity, but limited effect, while broadcasts (with 
larger impact) were open to examination by the public. Micro-targeted  
political advertising  now allows for the narrowcast message to be tweaked 
and directed on a scale never before seen.

Part Three looks at more technical issues relating to big data. John Mac-
Willie’s chapter develops an ontological understanding of the infrastructure 
underlying big data applications through an historical overview of develop-
ments in information communications technology since the 1950s. This 
leads him to conclude that big data is a fundamentally new object in the 
world, bringing with it key issues of richness and complexity in computer 
networks.

In his chapter, Steve McKinlay argues that the use of big data algorithms  
introduces a key problem in terms of epistemic opacity . Opacity  in vari-
ous forms is an issue that many authors identify as posing problems for 
democratic functioning and accountability. In McKinlay’s case, the argu-
ment focuses on the impact that epistemic opacity  has on our ability to trust  
non-human agents. He holds that while the outputs of big data-derived 
decisions can be signifi cant for citizens, where we do not have the ability to 
understand how these decisions were made we cannot ultimately trust the 
decider. Decisions based on mere probability are not, he argues, suffi ciently 
grounded for democratic systems and risk harming citizens.

Ramón Alvarado also looks at issues of opacity,  but whereas McKinlay 
argues that the core challenges to arise from this are those relating to trust , 
Alvarado turns his attention elsewhere. Following a detailed examination 
of different kinds of opacity, he raises the problem of ‘many hands’ (where 
to attribute responsibility in complex systems), error assessment and path 
complexity. In the process, he successfully offers the reader a demystifi ed 
understanding of how big data computational methods function and sug-
gests ways in which opacity threatens fundamental elements of the demo-
cratic process.

Finally in this section, Tim McFarland, Jai Galliott and Massimiliano 
Cappuccio consider the use of big data in military  contexts. They draw on 
three paradoxes raised by Neil Richards and Jonathan King to examine par-
ticular challenges facing the military. These are the transparency  paradox, 
the need for the collection and use of data to be as transparent as possible 
while being collected and used for national security  or military purposes 
which themselves require secrecy; the identity paradox, which recognises 
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that while big data refl ects the identity and behaviour of those whose data 
is used, so too can it be used to alter those identities and behaviours; and 
the power paradox, highlighting the increased power gained through big 
data coupled with the risks of using those data in a largely unregulated 
environment.

The fourth and fi nal section of the book takes up the implications for 
trust  in society raised by McKinlay (above). The fi rst chapter in this section, 
by Bjö rn Lundgren, looks at the meaning and role of anonymity , which is 
often threatened when data sets are agglomerated in big data practices, lead-
ing to de-anonymisation. He argues that there are a number of key values 
threatened by the de-anonymisation, but that the concept of anonymity 
is not suffi cient given what is really at stake. Instead, he holds that what is 
really under threat is our ability to be anonymous , which he characterises 
as a reasonable control  over what we communicate.

Philip Garnett and Sarah Hughes then turn their attention to the role 
of big data in accessing information from public inquiries. Looking in 
particular at the Chelsea Manning  court martial in the US  and the Leve-
son  Inquiry in the UK , they argue that the manner in which information 
pertaining to inquiries is made public is, at best, unsatisfactory. They 
propose a variety of means to make this information more accessible 
and hence more transparent to the public through employing big data 
techniques.

Finally, Harald Stelzer and Hristina Veljanova argue in their chapter for 
a new ethical compass with which to approach big data concerns. They 
identify key ethical concerns which often arise in cases regarding big data 
and then provide a framework through which we might approach these 
concerns such that we can have a degree of certainty that we have not over-
looked ethical worries.

Our hope is that this volume will present a rigorous yet accessible 
source of original research of interest to anyone considering questions per-
taining to the philosophy of big data, especially as it pertains to questions 
surrounding democracy, the democratic process and the role of modern 
forms of social media . These are clearly pressing issues facing contempo-
rary democracies, and the chapters herein provide much-needed clarity in 
understanding and challenging those issues.
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Big Data, Consequentialism and Privacy 

Kieron O’Hara

Introduction: Big Data and Government

In this chapter, I consider the use of data in order to alter people’s choices, 
along the lines of the ‘nudge ’ philosophy of Richard Thaler and Cass Sun-
stein  (2008). Although this technique of opinion management is part of 
the toolbox of both the private and public sectors, the greater powers of 
the public sector to compel citizens mean that its legitimacy is all the more 
important. In this chapter, I concentrate on whether government is justifi ed 
in using data in this context to drive policy to produce good outcomes for 
citizens.

Data can be used together with understanding of behavioural psychol-
ogy to alter the choices that people make. Information can be provided 
about choices, but presented in such a way that people are more likely to 
act, such as putting red/amber/green traffi c light warnings about calorie 
counts in fast food restaurants. Feedback is also derived from data, either to 
suggest what social norms are, or to provide immediate feedback on behav-
iour. Gamifi cation  is another common tactic, with leaderboards, points or 
other affi rmations reinforcing positive behaviour (Halpern 2015).

I want to consider the status of democratic (or benignly paternalistic) 
governments attempting to improve the lot of their citizens using the data 
dividend informed by behavioural psychology. Such an approach is dis-
tinct from (a) laissez-faire libertarianism ; (b) informed liberalism , whereby 
citizens are furnished with information about their choices, and then have 
to make their own decisions; and (c) paternalism , where government legis-
lates to make what it considers desirable behaviour compulsory, or to make 
what it considers undesirable behaviour illegal.
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Because data collection about individuals is now virtually invisible, 
and because data informs many of our choices, our behaviour is increas-
ingly infl uenced by data, or by the application of data by interested parties, 
and it is unsurprising that governments are sometimes keen to get in on 
the act. A covert paternalistic philosophy that avoids (the appearance of) 
coercion called nudging  (Thaler and Sunstein  2008), is particularly effective 
in the data world – since the data simultaneously furnishes the means of 
(a) understanding the heuristics and biases  characteristic of populations; 
(b) assessing whether citizens’ performance, choices or well-being are 
acceptable compared with standards set by government or experts; and 
(c) providing feedback. Technology amplifi es the effect of the nudge , 
because it is networked, pervasive and dynamically updated (Yeung 2017). 
Modernising governments, such as that of David Cameron  in the UK  
(2010–16), have invested resources in the development of units for imple-
menting policy based on the nudge  philosophy (Halpern 2015).

In this chapter I explore the ethical implications of these developments, 
as modernity  develops the characteristics of a specifi cally digital modernity. 
We will focus on privacy  interests as affected by the use of data by demo-
cratic governments.

Big Data as a Game Changer

Governments have always generated and used data for managing popula-
tions and delivering services to ensure their continued legitimacy. Admin-
istrative systems create data-fl ows as a byproduct of their work, which then 
suggest new problems and pressing priorities. These data-driven problem 
statements serve two purposes: fi rst, they drive new initiatives from the 
administration; while, secondly, they directly furnish arguments that more 
resources should be given by government and, ultimately, taxpayers, to 
address them.

The data technologies involved range in effectiveness and convenience, 
and provide measurements and properties of citizens, foreigners, compa-
nies, institutions and the environment. Schools, hospitals and police forces 
have a series of interactions with citizens in particular contexts (education, 
crime , illness), from which data can be gleaned. The remits of other types of 
institution, such as statistical authorities or mapping agencies, begins with 
the gathering of information, justifi ed by the assumption that it will enable 
rational management of certain aspects of a nation. This appeals politically 
because of three promises. First, government will be more effective; given 
a problem, suffi cient data will enable the problem to be solved. Secondly, 
government will be cheaper; resources can be concentrated where they are 
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needed, which we can identify with the right data. Thirdly, government will 
be more legitimate; it can focus on solving problems, rather than blindly 
interfering and blundering through civil society. Security  is a particular 
concern for governments, and data seems to shine a light into precisely 
the covert activities that are perceived as threats to security  (Coles-Kemp 
et al. 2018).

Big data is revolutionary because it provides a rich, real-time picture of 
the world – albeit not necessarily an accurate one. Much of the literature 
of big data focuses on its properties qua data object of quantifi cation – 
the so-called 3 Vs of large volume, high velocity and diverse variety. These 
mean that learning algorithms  have a lot of material to work with that is 
produced in real-time. Statistics itself has had to adapt, because we are 
moving from the analysis of static datasets to the need to cope with stream-
ing data being produced all the time. Yet the promise of big data goes 
beyond the 3 Vs (Kitchin 2014). Partly this is because of the technologies 
to which it is linked. The World Wide Web is an information space that 
has become a default interface between all sorts of interlocutors, such as 
business-to-business, government-to-citizen, consumer-to-consumer, and 
so on. The data therefore cover as wide a section of society as a govern-
ment might wish. They cover entire populations, in a wide range of their 
interactions and solitary pursuits. They gather information about what 
people actually think or what they are interested in, not what they tell 
surveys (Stephens-Davidowitz 2017); they also cover more intimate situ-
ations, such as searches for particular pornographic content. And if these 
interactions are online, more aspects of them can be captured as data. The 
grain-size of capture is very fi ne. Furthermore, the data will typically allow 
linking of disparate databases. This allows researchers to isolate demo-
graphic groups and perform rapid randomised controlled experiments 
over large populations. Machine learning analysis techniques have kept 
pace with the growth of data, so that very weak signals can be found even 
in very noisy data (with immediate statistical signifi cance because of the 
nearly 100 per cent sample size).

From Modernity to Digital Modernity

The spread of digital technology is an important driver for narratives of mod-
ernisation and modernity . Modernity is a feature of certain types of narra-
tive that describe a contrast to pre-modern, unsophisticated or irrational/
traditional culture. Such narratives may be descriptive, cataloguing trends 
and events; teleological, describing a set of inevitable outcomes; or norma-
tive, stating a desirable goal to which we should work. Such narratives do 
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not exist in pure form, but act as guidelines that shape policymakers’ (and 
others’) thinking (O’Hara 2018).

When a consensus across government, business, the arts and the media 
persists, these narratives are hard to resist. Many have represented these 
developments as leading to discontinuities in human history (Kurzweil 
2005; Brynjolfsson and McAfee 2014; Barrat 2015; Schwab 2016), in which 
the technology itself will actively reshape the lives of people and the futures 
of nations and businesses (Schmidt and Cohen  2013).

Modernity is a relative term – a society or culture is less modern than 
another (a) where tradition and geography are stronger infl uences than 
rationalism and abstraction, (b) which are exclusive rather than inclu-
sive, and (c) where social structures are imposed hierarchies as opposed 
to contractual networks. Digital technology accelerates modernisation pro-
cesses, and we can speak of digital modernity  as an extension of modernity 
(O’Hara 2018).

The role of big data within modernisation narratives is perhaps most 
clearly seen in the centre/periphery theory, which contrasts being at the 
centre of things, where value is created, to being peripheral (Shils 1975). At 
the periphery we fi nd rural areas and the developing world. These contrast 
to major cities, clusters of creativity and industry where innovation happens 
(Formica 2017). Modernity shrinks space (Harvey 1990), as modernisation 
marginalises the periphery and privileges the centre, where clusters fl our-
ish. Within a cluster, acquaintance is not rationed by geography, so we can 
develop links with many others, creating richer networks. Connections are 
not accidental or imposed, as in the sparsely-populated periphery. In the 
centre, connections are rational and transactional.

How is this transformed into digital modernity  by ubiquitous digital 
technology? The term ‘cyberspace’ was popularised by William Gibson’s 
science-fi ction novel Neuromancer, as a term for the compression of space 
via quantifi cation to produce greater intelligence:

Cyberspace. A consensual hallucination experienced daily by billions of 
legitimate operators, in every nation, by children being taught mathematical 
concepts . . . A graphic representation of data abstracted from the banks of 
every computer in the human system. Unthinkable complexity. Lines of light 
ranged in the nonspace of the mind, clusters and constellations of data. Like 
city lights, receding . . . (Gibson 1984: 69)

Rational connection increases, because data is searchable and we can fi nd the 
connections we want, rather than be presented with those that are available 
(O’Hara 2018). Cyberspace is populated by avatars, digital doubles made up 
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of increasingly rich data (Parkinson et al. 2017). Records of our transactions, 
communications and measurements of our own well-being abound.

Smart cities are a response to the technical, material, social and organisa-
tional problems associated with modernism’s push towards urban growth, 
to improve quality of life and provide a competitive and sustainable city 
(Shapiro 2006; Batty et al. 2012). The smart city is awash with citizen-aware 
intelligent environments and user-centric services, such as smart homes 
and smart buildings, smart energy, and smart health and well-being, which 
between them will improve effi ciency, lower resource consumption and 
promote quality of life. The city achieves an online presence, and the trans-
formation of the citizen into avatar is perfected. Policy depends now on the 
state of the person’s data, not of the fl esh and blood human.

The Subjunctive World

The result is a transformation in the ‘tense’ of our (public) lives. For a 
pre-modern community, actions, preferences and norms are given and 
traditional – they are eternal. A reason for action is that ‘this is what we 
have always done’, a hallmark of the pre-modern. The results are in many 
ways arbitrary, legible to those within the society, and odd and irrational-
looking from the outside.

The tense of modernity , on the other hand, is the present. Modernity 
is built around choice and autonomy  – free markets, free association and 
democracy. What counts is what I want now. Legibility is provided not by 
familiar practice, but by principles, which mean that practices are under-
stood by a wider range of people.

Digital modernity  changes the tense once more, from the present to the 
subjunctive. The ideal choice or action in this narrative is the choice that 
I would have made, if only I had enough information to calculate utility 
accurately. Modernity was a compromise. Our data infrastructure now pro-
vides so much information that ideal can be calculated. The infrastructure 
itself can create a world around me that will make the ideal choice evident 
to me. I can be nudged into making the ‘right’ decision, or the ‘correct’ 
choice can be recommended to me. In a less free society the emphasis is on 
social acceptability; the citizen’s ideal here is the actions he or she would 
have performed in order to maximise social cohesion, if only he or she had 
enough information.

Hence, digital modernity  brings us into a subjunctive world, in which 
we are presented with the possibility of not only the rational reconstruction 
of society, but also the means of discovery and satisfaction of human needs, 
wants and desires, all from the new sources of data (O’Hara 2018).
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The Meta-ethics of Machine Learning 

When we try to understand data-driven government in terms not of Enlight-
enment modernity , but of digital modernity, we make four important 
observations. First, the understanding of behaviour, responses and out-
comes represented by the data is, in Bernard Williams’ terms, ‘thin’ rather 
than ‘thick’ (Williams 2005: 46). Although, by its very comprehensiveness, 
the picture that big data paints is rich, its expressivity is based on semantics 
with low descriptive content, and not on concepts resting on a strong set of 
shared understandings. Legibility is wide, not deep, because the concepts 
represented in the data are intended to be actionable for a large number of 
heterogeneous agents.

Secondly, the reasoning involved to produce recommendations tailored 
to individuals is optimised for a digitally modern bureaucracy. A modern 
bureaucracy is generally seen as a set of systematic processes and ordered 
hierarchies that are rational, effi cient and objective. Under digital moder-
nity , many of these hierarchies are undermined by the low-friction fl ow 
of information, to produce more agile network structures and platforms. 
Rather than hoarding data in silos, digital bureaucracy tries to exploit data 
serendipitously, and tries to enhance its value by promoting abundance.

Thirdly, the reasoning is generalised and statistical, and its justifi cation 
consequentialist . Big data cannot determine what anyone actually does. It 
deals with probabilities. Machine learning fi nds signals across populations, 
such as the discovery, based on Facebook  data in the 2010 US  mid-term 
elections , that a 2.2 per cent increase occurred in voting among people who 
received positive messages about voting in addition to the profi le pictures 
of half a dozen Facebook friends who had clicked an ‘I voted’ button.

Fourthly, many of our interests are group interests. One identifi es with 
many groups and we often think collectively in these contexts. They are 
meaningful to us. However, they are not the segments or categories used in 
machine learning . Indeed, some of the more recent well-known categories 
or archetypes based on socio-economic variables or attitudes, such as 
‘soccer moms’ or ‘Basildon Man’, are understandable but not interesting in 
our daily lives. However, the segmentation of the population performed 
with big data is actually based on past behavioural choices, grouping 
together people who have made the same purchases, travelled the same 
journeys, retweeted similar tweets and so on.

One of the major criticisms of consequentialism  is that the innocent 
suffer with the guilty; the example often given is that if a known crimi-
nal has gone on the run, the government might punish his family, with 
a similar, or possibly more powerful, deterrent effect on future potential 
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criminals. This is unfair to the innocent wife or children, but the social 
consequences are benign. It is possible for consequentialists to escape this 
argument with various refi nements to their theories, but big data will inev-
itably produce injustices, because it is based on objective calculation with 
fi rm, arbitrary thresholds.

The ethical acceptability of the systems depends on two assumptions 
within a consequentialist  framework. First, the law of large numbers entails 
acceptance that in a number of cases, individual injustices might occur. This 
is inevitable in a large population. On this big data version of Bentham ’s 
hedonic calculus, these minor (to the system) injustices are outweighed by 
the greater good. Secondly, the system is objective, unlike one where per-
sonal acquaintance and a rich set of shared understandings determine out-
comes; objective systems are fairer and more inclusive than the alternative. 
Hence, ethical argument about big data is inevitably focused on its gross 
consequences.

Yet calculating the consequences of the operation of big data techniques 
is not easy. When the techniques are used covertly, as it is alleged in certain 
contested elections  such as the UK  Brexit  referendum and the US  Presiden-
tial election  of 2016, it is hard to quantify what effects they have had. So 
small are the effects that it is unclear whether the results of either of these two 
elections were actually changed, but equally so close were they that it can-
not be ruled out either. The effect has been to poison politics, as aggrieved 
losers now feel swindled out of their result. If the effect were determined 
to be real and signifi cant, and if the outcomes of either of these elections 
were changed, the original winners would doubtless feel aggrieved, because 
nobody was actually coerced into voting as they did. There is a danger that 
the use of data allied to consequentialism , despite its advantages for public 
policymaking, may undercut its own legitimacy and that of the managerial 
political class that espouse it (Oborne 2007; Richards 2017).

In the subjunctive world, judgements are far more provisional than 
might appear. One phenomenon that is rarely taken into account is the 
refl exivity of human interaction. We behave and act, and data is gathered up 
to a point t1. At t2 an algorithm  is applied to the data, to make predictions  
about a point in the future, t3. This assumes that t3 is like t1 in the relevant 
respects of our behaviour. The data available at t1 are comprehensive, and 
laws of large numbers apply. However, there is an extra component to the 
epistemological context of t3 that was not around at t1, which is the predic-
tion made at t2. That will change attitudes, either of governments about 
their citizens, or of the citizens themselves. In this way, the prediction, far 
from narrowing down the space of options, opens up new possibilities, 
which are not often considered in the narrative of the subjunctive world.
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Governments in Digital Modernity

Digital governments are assumed to produce better decisions (Eggers et al. 
2017); this also implicitly suggests that a government in possession of the 
data is in a better position to make decisions about societies rather than the 
people directly involved. It has been suggested that, on a Rawlsian frame-
work, the advantage of nudging  is that it could help to curb behaviour that 
is incompatible with the duty of civility, and therefore help to support a 
liberal  pluralism  (Stevens forthcoming). How does this stand ethically?

There are many uses for data informed by behavioural psychology whose 
ethical bona fi des seem secure. For example, a lot of nudging  deals with 
setting defaults. In many choices we have to make, there has to be some 
default – for instance, a pension scheme has either to be opt-in or opt-out. 
Secondly, nudging involves rigorous testing of messaging in communica-
tions, again hard to argue with. For instance, the behavioural psychology 
part of a communications programme might involve experiments with dif-
ferent messages, different accompanying images, personalised letters versus 
impersonal ones, to see which communications elicit a better response. A 
third type of example is to avert serious and obvious harms, like the white 
lines down the centre of the road which nudge  drivers into not cutting cor-
ners. Most importantly, a fi nal type of use of behavioural psychology is 
the testing of policy using randomised control  trials, a kind of systematic 
incremental empirical testing of the effi cacy of policy (Halpern 2015: 291), 
which is entirely sensible.

These are the quick wins of nudging , and most applications of the phi-
losophy are in this uncontroversial space. Having said that, it should be 
pointed out that the idea of Thaler  and Steve Hilton that this is ‘about bring-
ing in new ways of thinking that could roll back the state while extending 
choice and freedom  for citizens in subtle and empowering ways’ (Halpern 
2015: 51) seems obviously incorrect. The state may need less machinery, 
but its infl uence grows, choice is pared down, citizens are no freer and it 
remains to be seen how being persuaded to do something by a more power-
ful agent who holds a load of data about you is ‘empowering’. The goal of 
action is decided by someone else, not you. Even in the apparently straight-
forward case of defaults, a complex type of choice could be nudged using 
smart defaults personalised to the particular individual, so that the default 
option could be different for people of different ages, sexuality, income or 
whatever (Halpern 2015: 307).

Even more problematic is the type of case where people’s preferences are 
manipulated. The profusion of data means that the individual is measur-
able and, via feedback, is perfectible. In the cyberspace of digital modernity , 
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imperfection is to a large extent policed by the digital citizenry (Ronson 
2015). However, governments are also keen to set standards and targets, 
and to take these pressures to conform and improve out of private hands.

In his account of civil society and the evolution of the European  state, 
Michael Oakeshott (1975) produced an account of two ideas of the state: as 
societas and as universitas. Societas is a neutral state, which creates an arena 
in which civil association can take place, a kind of level playing-fi eld. Uni-
versitas is an idea of the state as a more active, compulsory corporate entity 
with its own purposes and goals, to which it can and will suborn its citizens. 
The latter is a notion of the state with managers, not rulers, role-performers, 
not subjects, instrumental rules, not responsibilities. Universitas tends to 
develop a problem-solving ethos, often social challenges which are hard 
to solve, which then can increase the size of the state as it commandeers 
ever-more resources to address them. Oakeshott does not explicitly associ-
ate these two conceptions of the state with pre-modernity  and modernity, 
although they map onto these social conditions.

Oakeshott was not very concerned with digital technology. However, in 
thinking of the development of universitas, he did consider a type of state 
that can be associated with digital modernity . He writes of the state as ‘an 
association of invalids, all victims of the same disease and incorporated in 
seeking relief from their common ailment; and the offi ce of government 
is a remedial engagement. Rulers are therapeutae, the directors of a sanato-
rium from which no patient may discharge himself by a choice of his own’ 
(1975: 308).

This line of thinking had few takers in 1975, when the state had a whole 
set of different problems to solve. However, his notion of the therapeutic 
state comes into its own in the condition of digital modernity , where the 
idea of ‘disease’ or ‘negative well-being’ can now be defi ned using the copi-
ous data available. Whereas a modern, ‘enlightened’ state takes the unen-
lightened nature of its citizens as the pretext for intervention in social life, 
the therapeutic state diagnoses its citizens empirically as affl icted and in 
need of treatment.

Privacy  under Digital Modernity

In this section I look more closely at how the subjunctive world of digi-
tal modernity  contrasts with pre-modernity and modernity by focusing on 
privacy . Privacy  has many aspects, but to illustrate the contrast I will look 
specifi cally at association, decision-making and archiving. Association con-
cerns the people that we encounter, particularly in intimate contexts, and 
privacy in this context means a level of control  over our freedom  of associa-
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tion. Decision-making can take place in a private space, and express more or 
less authentic choices. Archiving concerns the records kept of our lives: how 
complete are the records, and how accessible to others are they?

Pre-modern association is often imposed. One’s friends are people who 
happen to be of the same age in the geographical spot in which one fi nds 
oneself. Association in modernity  is more often chosen. One travels to fi nd 
education and work, and in these situations over which traditional societies 
have relatively less control , one fi nds one’s friends. With digital modernity, 
association ceases to be a simple choice, but one selects from lists of the rec-
ommended. An app will tell one which people are potential friends, which 
potential lovers or sexual partners, and which valuable for one’s career.

With respect  to decision-making, pre-modern societies rely on practice 
and tradition. We do this (this way) because we always have, and we do not 
necessarily have a good reason why. Modernity is characterised by individ-
ual choice; democracy lets us choose our leaders, while free markets let us 
exchange whatever we have for whatever we want. In digital modernity,  the 
world is crafted so that the choices we might want to make are anticipated 
and placed in salient contexts, while those we might regret are hidden. The 
world is personalised to reduce the risk and effort of choosing.

With respect  to records, pre-modern societies rely on memory to keep the 
past, augmented by ceremonies, memorials and other markers. The modern 
world rested on the archive, effi ciently curated by stakeholders, based on 
their own interests, with access controls for outsiders. These archives are 
replaced in digital modernity  with large-scale open searchable information 
spaces, the World Wide Web most obviously. We cannot rule out any piece 
of information being knowable somewhere, and it is hard if not impossible 
to halt information fl ow.

Against this background, we can map the evolution of privacy . In a pre-
modern society, privacy as such is null; one is subject to access or direction 
from all sorts of authority fi gures and those in geographical co-location. 
However, much of this access is arbitrary, depending on, for example, the 
selectivity of memory or the reach of the state, so one is not completely 
open to scrutiny; one may as a matter of fact have plenty of privacy, but few 
rights to it. The key pre-modern concept, then, is obscurity. Modernity brings 
the development of private spaces, and mechanisms both technological and 
legal for their defence. Privacy  makes its appearance as a principled ideal.

Under digital modernity , privacy  is being superseded by personalisa-
tion, the creation of an individual world in which one is embedded, and 
that is to an extent unique to oneself. But privacy is inimical to this person-
alised world, because the personalisation will be more effective the more is 
known about one.
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There have been many arguments about whether big data will be help-
ful for the individual, or alternatively a system of surveillance . This is 
misleading, because in order to be helpful to an individual, a system 
based on big data must be one of total surveillance, at least in terms of 
a panoptic understanding of the life it wishes to help. If it is not, it can-
not be helpful (or indeed harmful, for that matter). In digital modernity , 
these concepts cannot be separated so easily.

Privacy  and Respect  for the Person

In the subjunctive world the calculation of what the agent would have 
preferred had he or she been omniscient is outsourced to external agen-
cies, including government. When government makes this calculation, it 
implicitly defi nes both the rich subjunctive world, and the set of choices 
that citizens ‘ought’ to make. From the ‘unalienable right’ in the American  
Declaration of Independence to the pursuit of happiness, the subjunctive 
world moves not to allow the citizen to pursue happiness is his or her own 
way, but rather to supply that happiness itself.

It is sometimes argued that there is an economic aspect to many of these 
decisions, particularly when it comes to healthcare. Governments are enti-
tled to nudge  smokers, drinkers, the obese and the indolent away from their 
bad habits because their collective health problems in later life will cost 
taxpayers, as well as employers and insurance companies, a great deal of 
money. The underlying assumption is true, and a relevant consideration. 
However, it is also the case that the fi nancial case is secondary to the moral 
judgement that ruining one’s own health is a personal failure from which 
government is entitled to protect you; if the moral judgement were not 
prior, then the fi nancial case would not be taken into account.

It is worth pointing out that terms like ‘Orwellian ’, ‘Big Brother ’ and 
‘Panopticon ’ (from Bentham ’s  prison design) are often misused. The 
Bentham /Orwell  model has fi ve characteristics, only one of which is shared 
with digital surveillance . The shared characteristic is that the individual is 
always visible. The differences with today’s big data surveillance are four-
fold. First, in the Panopticon , one is not always watched. Secondly, one 
does not know when one is the object of attention. Thirdly, the infrastruc-
ture is attached to a code of sanctions backed by severe violence. Fourthly, 
and often overlooked, the point of the model is to create a system under 
which human-of-human surveillance will scale; as there are presumably 
more telescreens than humans in Airstrip One, round-the-clock surveillance 
would require the services of over half the population. The Bentham /Orwell  
model, however, needs only a fraction of that, because of the incentives for 
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self-censorship (this is why the violence is so essential to the scheme). The 
model is irrelevant for any kind of automated surveillance.

In the subjunctive world there is little coercion, yet human dignity, 
which makes its own contributions to the ideology of pre-modernity  and 
modernity, has yet to fi nd its role in digital modernity. In digital modernity, 
the individual is judged by the data generated by and about him or her, and 
policy takes a lead from the routes to perfectibility of the avatar. Yet the 
individual is strangely absent from the calculation, because of the asym-
metry between him- or herself and the data system, both in terms of power 
and knowledge about the individual.

The individual under digital modernity  is newly-positioned relative 
to major social and governmental institutions, still far less powerful, but 
potentially with less space in which to determine his or her own future. In 
the pre-modern world, this space was arbitrarily distributed, and often con-
tingent on the relative lack of effi ciency of the state. Under modernity, there 
was a principled private space of decision-making that was created (and 
often defended) by the state. Under digital modernity, the state threatens to 
invade that space with new effi ciency, albeit with the well-being of the indi-
vidual in mind, at least in the democracies. Yet the role of the individual in 
the new set-up has yet to be made clear.

Conclusions

At its most ambitious, the use of behavioural psychology is trying to square 
a circle of pushing people into a certain type of behaviour without coercing 
them. This can be done more or less transparently, and accountability must 
be maintained for the choice architects. However, even the fact of oversight 
may not be suffi cient to defi ne and defend the dignity of the data subject. 
Transparency  may be necessary but not suffi cient to even up the power 
asymmetry between the nudgers  and the individual who is being moulded 
by the choice architectures with which they present him or her.

Whether this circle can be squared will depend on how data is used 
by governments, how data subjects push back, and how this public sector 
debate progresses alongside the similar debate with respect  to private sec-
tor actors. Even the behavioural psychologists remind us that human well-
being is strongly affected by the feeling of being in control  (Halpern 2015: 
239), which is a hallmark of modernity , but not the subjunctive world of 
digital modernity. There is therefore a question of their relationship with 
the expert services they receive.

Behavioural psychology can contribute in more than one direction. It 
could be used to derive feedback from clients to improve the responsiveness 
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of the experts, or it could be used to make the clients feel more in control  
even when they are not (Halpern 2015: 259–61). Done well, feedback on 
service delivery and quality that is properly analysed and acted upon cer-
tainly focuses the attention of providers on how to treat their clients with 
respect  and dignity (Halpern 2015: 261–2). This is an excellent idea, but it 
is not the only possibility. The task for lawyers, philosophers and data scien-
tists is to magnify the human element in the system suffi ciently to preserve 
dignity, while simultaneously realising the potential of the technology.
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TWO

Politics, Big Data and Opacity Respect 

Carl Fox

Introduction

The future is here, and it is not hoverboards, space travel or simian rule. 
It is data analytics. The combination of masses of information and com-
puter processing power is set to revolutionise our approach to just about 
everything. Algorithms  will allow us to harness all this raw data to better 
understand human behaviour so that we can devise ingenious solutions to 
problems as diverse as falling voter turnout1 and climate change.2 ‘Big data’ 
thus promises enormous benefi ts. However, in this chapter I want to raise 
a serious problem that should give us pause. I shall argue that governments 
and other political actors have special reason to avoid using algorithms  to 
‘look inside’ us. This stems from an infl uential answer offered to the ques-
tion: what is the basis of equality ?

It is readily apparent that some people are physically stronger than oth-
ers, or cleverer, or nicer, or prettier, and so on. Even when it comes to more 
abstract abilities, such as judging what is in our self-interest or how best to 
pursue one’s particular conception of the good, some are better than oth-
ers. It seems that in any dimension of human ability we can locate people 
at different points along a spectrum. But if we differ so markedly in our 
natural capacities, then what are we to make of the idea that there remains 
some important sense in which we are all equal , and so entitled to equal  
treatment? Ian Carter  (2011) has argued that there is one crucial respect  
in which we are all the same, and that this explains why, and how, we are 
to be respected as equals. His thought is that we all have an interest in 
being able to conceal or cover up aspects of ourselves in order to maintain 
a level of outward dignity. Carter  argues that our default position towards 
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one another should thus be one of ‘evaluative abstinence’, in which we 
refrain from making judgements about how good or bad our fellows are at 
being agents. This is what it means to show each other what he calls ‘opacity  
respect’. In this chapter I argue that the importance of opacity respect gives 
us reason to be concerned about public offi cials and candidates for public 
offi ce using the combination of large datasets and powerful algorithms  to 
crack us open and work us out.

The problem stems from the observation that our standing in the eyes of 
others is fragile. If an observer was able to listen to my thoughts then they 
would be privy to all my anxieties and eccentricities, my foolish notions 
and silly mistakes. Focusing on my weaknesses and idiosyncrasies will alter 
their perception of me and, over time, they may view me as something less 
than an independent, autonomous agent. In short, they may lose respect  
for me. It is especially stigmatising if it is the state that deems me to be less 
capable or less worthy since this undermines my standing as a full citizen. 
It is also dangerous. The awesome power the state wields provides a con-
stant temptation to interfere in the lives of citizens for their own good. If 
my own state comes to view me, people like me or the citizenry as a whole 
as malfunctioning or compromised, then the temptation may become too 
great to resist. So, it is on these grounds that I will argue that the state and 
the people who do, or might, hold offi ce within it ought to maintain an 
attitude consistent with the value of opacity  respect.

I begin by examining the development and potential of big data with 
specifi c reference to the political sphere. I then raise and set aside some 
important concerns about the use of big data in politics to better focus on 
the signifi cance of opacity  respect . The fourth section outlines Carter ’s  the-
ory, expanding on the signifi cance of opacity respect for the relationship 
between the citizenry and the state, before I move on, in the next section, 
to argue that big data presents a challenge to that relationship by tempt-
ing the state to abandon what Philip Pettit  and Michael Smith (1996) 
call the ‘conversational stance’. Finally, I consider the objection that this 
view is naive and fetishises opacity respect at too high a cost to well-being 
and knowledge.

Politicising Data

The Cambridge Analytica scandal sparked a period of fevered speculation 
about what data analysis fi rms might be able to do with only your star 
sign, mother’s maiden name and top-fi ve desert island discs. Whether or 
not such companies have the ability to deliver on their boasts, what they 
are claiming to be able do is certainly unsettling . One of the (many) striking 
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claims is that by using algorithms  they can effectively come to know a per-
son better than they know themselves.3 I contend that there are important 
reasons to refrain from trying to learn too much about each other and that 
these reasons should be applied especially stringently to elected offi cials 
and to candidates for public offi ce. This section lays out the general strategy 
behind this branch of data analytics.

In the broadest terms, the idea is to sift through large datasets in 
search of correlations between apparently unrelated pieces of personal 
information. If people who like romantic comedies and long walks on 
the beach also tend to favour higher taxes on the wealthy, say, then access 
to someone’s streaming preferences and their phone’s GPS information 
could tell you their political orientation. These kinds of correlation can 
be extrapolated to individuals or groups about whom only partial data 
is available. They can thus be used to make all sorts of predictions  about 
us: what our tastes and preferences are likely to be; what causes or ideals 
we might support; and perhaps even how our likely behaviour in some 
set of circumstances might be affected by various kinds of intervention. 
The insights gleaned allow companies and campaigns to tailor their com-
munications to small groups or particular individuals in a process known 
as ‘micro-targeting’ .

Attempting to use data to get an edge is nothing new. The most dramatic 
example is the now infamous case in which an initially outraged father 
was forced to apologise to the American  supermarket chain Target, whose 
algorithms  had correctly deduced from his teenaged daughter’s purchases 
that she was pregnant.4 It is not even a new strategy in politics. John F. 
Kennedy’s 1960 campaign for the presidency was rumoured to rely on a 
mysterious computer nicknamed the ‘people machine’, and did indeed 
commission analysis from a company called Simulmatics Corporation 
that segmented the American  population into 480 distinct groups to better 
understand their concerns and probable responses to a range of potential 
strategies (Issenberg 2013: 116–23). The ending of Sidney Lumet’s 1986 
fi lm Power is simply an entire fl oor of unattended machines tirelessly pro-
cessing voter information.

Sasha Issenberg (2013: 325) notes that Barack Obama ’s  re-election  
campaign used ‘targeted sharing’ protocols that ‘mined Obama  backers’ 
Facebook  networks in search of friends the campaign wanted to regis-
ter, mobilize, or persuade’. In fact, Issenberg (2013: 328) reports that so 
much data was collected and collated the fi rst time around that the cam-
paign felt confi dent that they knew the names of every single one of the 
69,456,897 voters who had elected him in 2008. The lesson to be learned 
here is a thoroughly unsurprising one: political campaigns have always 

6357_Macnish and Galliott.indd   296357_Macnish and Galliott.indd   29 21/05/20   1:20 PM21/05/20   1:20 PM

Published online by Cambridge University Press



30 / Carl Fox

sought to use the information at their disposal to deliver as many votes 
as possible.

If there is something new in the current wave of data-driven strategies, it 
is the drive to link them up with psychological profi les of potential voters 
and customers. This involves situating people in relation to the so-called 
‘Big Five’ psychological traits.5 The thought is that a person’s psychological 
makeup can then be used to tailor messages to which they will be receptive, 
even if their conscious desires or commitments are in confl ict with what-
ever suggestion is being pushed. Issenberg points out that for a long time 
it was more straightforward – and cost effective – to spend your money on 
getting potential voters who were already inclined to vote for your candi-
date to turn out on polling day. Persuasion is generally harder and more 
expensive than mobilisation. The promise of micro-targeting  is that it may 
allow operatives to engage in a limited, but highly effective, form of short-
term persuasion, pressing particular psychological buttons to motivate us to 
behave in very specifi c ways.

Initial Concerns

If this is just the latest variation on a well-established theme, then why 
should there be so much hype about it? In this section I briefl y discuss 
some of the likely objections that might be raised to the application of big 
data to the practice of politics so that we can distinguish the concern about 
opacity  respect .

There are two key reasons why one might think that democracy is jus-
tifi ed as a system of government. The fi rst is that pooling our decision-
making capacities tends to produce good decisions. It is on this basis that 
David Estlund (2008) argues that democracies have epistemic authority 
and that their possession and use of the means of coercion is legitimate. 
The other reason for thinking that democracy is a good system of govern-
ment is that it has the right sort of procedures such that it respects and 
secures the value of political equality , the idea that since we are all moral 
equals we should all have the same amount of control  over the laws and 
policies that affect us.

The use of big data by political campaigns poses several fundamen-
tal questions for democratic theorists. If strategies such as micro-targeting  
really do allow campaigns to skew the results of our decision-making pro-
cedures then we have a problem. The assumptions behind it suggest that 
human beings are, on the one hand, less rational in their decision-making 
than we thought, and, on the other, more susceptible to external infl uences 
and manipulation than we suspected. If that is right, why should we be so 
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optimistic either that citizens are generally good at making decisions or 
that increasing the numbers involved in a decision will tend to produce 
better results? If people are easily persuaded to vote against their own val-
ues and interests, then it seems to follow that the more people who are 
included in the decision-making process, the greater the chances of getting 
it wrong.

A related problem arises from the perspective of political equality . 
Cutting-edge data analytics cost money. Those candidates and causes that 
have access to greater resources will thus be able to wield a potent political 
weapon that is not available to everyone. The ability to convert wealth into 
political advantage clearly contravenes the principle of political equality by 
enabling some citizens to exercise greater infl uence over the political pro-
cess than others.

These are genuine concerns and merit proper consideration.6 However, 
they are not what interest me in this chapter. I think that they point us 
towards another issue. Big data research may fundamentally alter the rela-
tionship between citizens and the people they elect to exercise power in 
their name. In this category I include not only elected offi cials, but also 
civil servants and candidates for public offi ce. The former carry out the poli-
cies of offi ce-holders, while the latter hope to be in a position to give such 
orders. For the rest of this chapter I concentrate on the relationship between 
citizens and the elected members of government. However, with some 
tweaking, everything I say can be applied to civil servants and candidates 
for public offi ce.

To set up my concern I would like to consider a fascinating piece of social 
science. Milkman et al. (2009) had a hunch that the kind of fi lms that peo-
ple say they want to watch differs markedly from the content they actually 
consume. And that is exactly what they found. When we add documentaries 
or foreign-language fi lms to our ‘to watch’ lists on Netfl ix , for example, they 
tend to stay in televisual purgatory for a long time before we actually get 
around to pressing play. Brainless action fi lms and insipid romantic com-
edies, on the other hand, we watch immediately. They highlight a tension 
between what they call (2009: 1048) ‘should goods’, or goods that we think 
we ought to desire, and ‘want goods’, or goods offering less long-term or 
overall satisfaction but which we nonetheless prioritise. In doing so, they 
expose an irrational behaviour pattern to which all of us are subject to some 
degree. If it is possible to use big data to discover facts like this about peo-
ple of which even they are not aware, or only dimly aware, then this cuts 
against the Millian  belief that people are usually the best judges of what is 
in their interests. With a dataset large enough and processing power strong 
enough, a data analyst could become a better judge of our interests than we 
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are. But is this something that we want our governments to do? Should our 
politicians be in the business of making judgements about how good or 
bad we are at making decision for ourselves?

Opacity  Respect 

The broad answer that I give to these questions is no. Although I shall 
qualify this somewhat, we should generally oppose the idea of govern-
ments commissioning or using research that ‘looks inside’ people to 
determine how well they can exercise core abilities that underpin agency. 
I support this conclusion by appealing to Carter ’s  (2011) notion of ‘opac-
ity  respect ’.

So, what is opacity  respect  and why is it so important? Carter ’s  project 
is to uncover the basis of equality , to discover the feature, or features, of 
human beings that explain why they are entitled as a matter of justice  to 
be treated in the same way when it comes to such things as standing before 
the law and accessing basic services.7 No matter what property of persons 
we hold up to the light, it turns out to be one that we do not all possess in 
equal  measure. Those of us committed to the notion of fundamental moral 
equality will want to avoid establishing a ‘hierarchy of human entitlements’ 
(2011: 542), but how can we do so in a non-arbitrary way? We could stipu-
late that we must treat all human beings equally regardless, but as Carter  
points out: ‘[i]f unequals ought nevertheless to be accorded equal  entitle-
ments, why not accord equal  entitlements indiscriminately to humans and 
cats and oysters?’ (2011: 541).

Carter  fi nds the germ of a solution in John Rawls’ idea that equality  
might be grounded in a special kind of property called a ‘range property’. 
‘To possess a range property is to possess some other, scalar property, 
within a specifi ed range’ (Carter 2011: 548). Being over 180 cm tall is 
a range property as it encompasses being 181 cm, 182 cm, 183 cm, and 
so on, but rules out being 179 cm, 178 cm, 177 cm, etc. Since the pres-
ence or absence of the relevant scalar property, or properties, above a 
certain threshold establishes that one either does or does not have the 
range property, it looks like it might allow us to draw a circle around 
those entities we care about, while excluding all those cats and oysters 
less fortunate than ourselves. However, Carter  fl ags up two further wor-
ries that must be addressed, namely, why should we think that any par-
ticular range property is morally relevant in the fi rst place, rather than the 
basic property on which it supervenes, and why draw only on the range 
property and ignore the more fundamental characteristic? His solution is 
to look for a range property that matters for reasons that are independent 
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of the importance of the properties on which it supervenes. Possessing 
the relevant properties to the requisite degree will thus be what qualifi es 
one for consideration as an equal , but the justifi cation for the equality of 
treatment itself will have to come from a different source.

What is the property or properties upon which the range property is 
going to supervene? Carter  is relatively unspecifi c here, pointing to such 
capacities as the ability to refl ect on one’s desires, set and revise ends, and to 
make plans to achieve those ends (2011: 552). We do not need to get into 
the weeds here, as it is clear enough that Carter  is interested in those features 
that distinguish thinking, feeling, self-directed entities from other forms of 
life. They are the core capacities that constitute agency and are suffi cient to 
allow us to explain what is so special about possession of the accompanying 
range property. The next move is the crucial one for our purposes. Carter  
argues that autonomous rational agents have an interest in being respected 
just as such and that being respected as an agent precisely involves not hav-
ing one’s core capacities scrutinised too closely. If true, this gives us the 
reason we need to guide our behaviour only by the range property and not 
by the properties on which it supervenes, because it gives us cause to avoid 
trying to determine how capable anyone is above the threshold.

Why should agents be so loath to have their capacities evaluated in this 
way? The answer is that such evaluation is incompatible with having and 
maintaining human dignity. On one conception of dignity, it is a special 
status that a person has as long as they retain the capacities necessary for 
agency. It shines through in even the most degrading circumstances of pov-
erty, incarceration or oppression. Only the obliteration of the capacities 
themselves, as in death or severe mental deterioration, can tear it from our 
grasp. Carter  sets this highly idealised conception aside, though, for a more 
mundane sense of dignity which he describes as ‘a feature of a person’s 
character, behaviour, or situation’ (Carter 2011: 555). This idea of ‘outward 
dignity’ (ibid.: 555) has more to do with how we are able to present our-
selves, and depends upon our ability to hold something back from the gaze 
of others.8

To be sure, dignity in the fi rst sense is necessary for outward dignity, 
but it is not suffi cient. Carter  (2011: 556) points out that precisely how 
outward dignity is realised in practice will depend on social norms, but 
follows Thomas Nagel  (1998) in holding that it will always involve the 
ability to conceal elements of oneself or one’s activities. The importance of 
concealment can be seen in everyday examples such as the store we set in 
having clothes to cover our literal nakedness, or privacy  on the toilet. We 
have an interest in being able to exercise some control  over how we pres-
ent ourselves to others since everyone starts to come apart when put under 
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a microscope.9 We are not always consistent, or sensible, or even coherent 
in all of our thoughts and actions. However, because of the many ways in 
which we fall short of the ideal of rational agency, once we clear the bar for 
consideration as that kind of entity it is better that our fellows do not ask 
the further question of how good we are at being an agent and instead mind 
their own business. If they peer too closely then they will start to think of 
us in terms of our limitations and malfunctions. Drawing on the work of 
Peter Strawson (1962), Carter  (2011: 559) warns of this ‘objective’ perspec-
tive and argues that it reduces its target to nothing more than the sum of 
their parts.

Showing respect to one another as agents therefore means treating 
their core capacities as opaque , hence ‘opacity  respect’. Opacity respect 
is due when our reasons for respecting an individual are also reasons 
to avoid making determinations about the degree to which they possess 
certain core capacities. Carter  argues that once a person clears the thresh-
old for moral agency, we ought not to make further judgements about 
how good they are at being a moral agent. He calls this ‘evaluative absti-
nence’, and describes it as ‘a refusal to evaluate persons’ varying capaci-
ties’ (2011: 550). Treating someone as a moral agent, for Carter , is to 
hold them responsible for their actions in the same way we do all other 
moral agents, even though there are abilities relevant to being a good 
moral agent that clearly come in degrees. ‘Respect , on this alternative 
interpretation, is a substantive moral attitude that involves abstaining 
from looking behind the exteriors people present to us as moral agents’ 
(Carter 2011: 551). If in the course of our everyday interactions we hap-
pen to witness variances in the capacities of different people, we are 
required to wall off those perceptions and continue to, as Carter  says, 
‘take the subject as given’ (2011: 552).

There will be some contexts in which this is not possible, and others 
in which it is not desirable. Doctors must determine the capacity of their 
patients and teachers need to measure the progress of their students. This 
means making judgements about individuals’ capacities. We also choose to 
share more of ourselves with friends and partners. Finally, we must deter-
mine that someone passes the threshold for moral agency in the fi rst place 
if they are to be entitled to opacity  respect . However, these are all exceptions 
that serve to emphasise the ordinary operation of the rule.

There is a fi nal piece to this puzzle, and it is to establish not just that we 
have an interest in being respected in this way, but that there are relation-
ships in which it is actually owed to us. Carter  (2011: 556) posits that one 
such relationship is that between citizens and their political institutions , 
and that is what we shall discuss next.
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Citizens and their States

To understand the full signifi cance of being able to present an opaque  exte-
rior, it is worth considering a mundane and yet remarkable fact highlighted 
by Philip Pettit  and Michael Smith (1996: 430), which is that people ‘lis-
ten to one another in the course of belief formation and they invest one 
another’s responses with potential importance’. They do this because they 
‘assume that they are each authorities worth listening to, even if the likeli-
hood of error varies from individual to individual’ (Pettit  and Smith 1996: 
430–1). In fl eshing out their notion of the ‘conversational stance’ (ibid.: 
429), Pettit  and Smith argue that we each assume that when our interlocu-
tors make mistakes it is down to absent or inconclusive evidence, or else 
something like laziness or inattention. ‘By taking one or another of these 
views, people are saved from having to conclude that those who dissent are 
out of their minds and not worthy of attention: that they are not even pre-
sumptive authorities. They may be driven to the out-of-their-minds conclu-
sion as a last resort but the default position is more optimistic’ (ibid.: 431). 
They note that not only do people believe in these claims, but they believe 
that everyone else believes them too. We rely on other people to treat us as 
presumptive authorities and they rely on us to treat them in this way too. 
It is this optimism about each other’s core capacities that we have an inter-
est in protecting by being able to screen at least some of our internal life 
from view.

Presumptive authority is also what is at stake in the relationship between 
citizens and the state, and so this template for interpersonal relationships 
can be extended to cover that case. My claim is that states’ default position 
must be that their citizens are authorities when it comes to their own lives. 
This will include such things as deciding what is in their interests, how they 
wish to live their lives, what their political views are, and so on. Therefore, 
states ought to refrain from scrutinising citizens, since to do so would be to 
show a distrust which is incompatible with treating them as authorities. Let 
us take a step back and ask fi rst, what it is to treat someone as an authority, 
and, secondly, why states should treat their citizens in this way.

The key to understanding authority is the notion of content indepen-
dent reasons. Content independent reasons operate at one remove from 
the familiar fi rst-order considerations that we ordinarily count and weigh 
when deciding whether we should perform some action. To have authority 
in some domain is to have the ability to create reasons for other people that 
supersede and replace those fi rst-order considerations, so that they ought 
to act on the basis of the authority’s recommendation or directive and not 
their judgement of where the balance of reasons lies. We treat people as 
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authorities when we take their word for something rather than attempt to 
decide for ourselves if we should agree with them.10 This is not to say that 
we must defer to a genuine authority on every point, but if we do not defer 
on the subject over which they have mastery, then we do not treat them as 
an authority. For instance, if Michael is talking to an economist about the 
overall desirability of Brexit  he does not have to agree with her conclusion. 
If, however, he refuses to trust  her when she says that the value of the pound 
will fall because investors abhor instability, then he is not treating her as 
an expert.

Why should governments treat their citizens in this way? One obvious 
answer is that opacity  respect  protects against unjustifi ed paternalistic inter-
ference. History seems to show that it is especially hard for the state to 
maintain an appropriate distance once it identifi es what it views as a prob-
lem with its citizens. Carter  (2011: 559) plugs into a long liberal  tradition 
in political philosophy when he warns against taking legitimate reasons for 
supporting positive liberty  too far. The more the state focuses on the things 
that limit human agency, the more natural it becomes to view particular 
human beings as objects in need of repair. From there it is a short step to 
dismissing what they say and do as symptoms of an underlying disorder, 
and that is a recipe for disaster.

Another answer has to do with the notion of separateness of persons and 
the requirement that each citizen be treated as an individual. Why should 
big data not make the idea of consulting individual citizens to fi nd out their 
preferences redundant? After all, conducting large-scale interactions such 
as elections  is costly and cumbersome. Why bother with it if you can col-
lapse distinct individuals into statistical probabilities to get the same result 
faster, cheaper and perhaps even more accurately? Evaluative abstinence, on 
the other hand, means continuing to treat each person as someone whose 
actions and desires cannot be perfectly predicted. Governments work for us. 
Their authority is justifi ed because they serve our interests, and we have an 
interest in opacity  respect . What, if anything, does this mean in practice for 
political actors? I think it means that they should neither commission nor 
use algorithms  for the purpose of ‘looking inside’ citizens to see how good 
or bad they are at exercising the core capacities that constitute agency. They 
should treat citizens as authorities when it comes to the running of their 
own lives. It is worth stressing that this injunction should be understood 
to include the pursuit of such knowledge as a stepping stone to some other 
ultimate end, such as votes, economic growth or welfare, since too much 
familiarity of this kind might breed contempt.

This is still unhappily vague. Fleshing out this conclusion and assem-
bling specifi c guidelines will require greater expertise in data analytics than 
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I possess. However, we can become a bit clearer about what it will involve 
by considering an important objection.

Opacity  Respect  and Bounded Rationality

I have argued that elected offi cials, civil servants and candidates for political 
offi ce should eschew algorithms  that allow them to look inside citizens. I 
noted some pragmatic reasons for concern since it might encourage pater-
nalistic impulses and thus give rise to unjustifi ed interference in citizens’ 
lives, but the deeper problem is simply that we are entitled to a degree of 
distance as part of the respect  we are owed by our politicians. They should 
not attempt to peer too deeply into our capabilities, and get on with the 
work they do for us on the basis that anyone who qualifi es for full citizen-
ship is a rational agent. The objection that I consider in this section is that 
this position, while perhaps attractive in a rigid, principled sort of way, is 
fatally naive. When it comes to constraints on our agency, the cat is already 
out of the bag. Politicians would be remiss if they failed to tailor their poli-
cies to account for the facts, and in order to do this they must be allowed 
to get a proper handle on them. Further, we may be rewarded for some 
fl exibility here since big data has the potential to deliver enormous social 
benefi ts. Does my argument fetishise opacity  respect?

One point on which there is now widespread agreement is that it is long 
past time that we surrender the Enlightenment ideal of the perfectly rational 
person. The work of psychologists Daniel Kahneman  and Amos Tversky 
has become hugely infl uential for showing the many ways in which human 
beings err because of our reliance on biases  and heuristics even when they 
deliver very poor results.11 The fi rst step to resolving a problem is to admit 
that you have one. Philosophical, political and economic theories predi-
cated on the ideal of perfect rationality have a problem: human rationality 
is bounded.

Recognition of our limitations presents new avenues for dealing with 
old problems. For instance, let us say that the Department of Health 
decides that it is going to tackle obesity by developing a policy about 
the location of salads in food buffets based on Richard Thaler and Cass 
Sunstein ’s (2009) ‘nudge ’ strategy. To get it right, they will need to use 
data analytics to discover how people will react to different circumstances. 
They will also need to determine just how malleable people’s preferences 
are if they are to guide the formation of healthier ones. Does this not 
entail looking inside us? And isn’t it worth it to deliver sensible policies 
such as healthier eating, automatic enrolment in pensions and opt-out 
organ donation schemes?
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This is a forceful objection, but it is overstated. When placed in per-
spective we can see that the pursuit of neither self-understanding nor gen-
eral welfare demands that we sacrifi ce opacity  respect .12 Division of labour 
comes to the rescue. Government can keep its nose out of academic study 
and leave researchers to get on with their work. The insights they glean 
can then be allowed to work their way through the normal process of 
critique and refi nement in academic circles, before entering the fringes of 
the public sphere  where they can be debated on a more general level. The 
policy options produced by this process will gradually bubble up into the 
mainstream political discourse and then stand a chance of being adopted 
by a candidate or party and subjected to the formal democratic process. It 
will then be up to the people to decide whether or not to endorse them at 
the ballot box.13 Research showing that agency is compromised in various 
ways is thus fi ltered through procedures that assume and enshrine opacity 
respect.

This space between politics and research is vital since research must 
always be tested, confi rmed and interpreted before it is applied to political 
problems. Public funding is indispensable to a thriving academic commu-
nity and so there will always be pressure on government to show that it is 
distributing scarce resources wisely by demanding ever greater ‘impact’ and 
‘engagement’ from researchers. This pressure must be resisted, especially 
when it comes to research that suspends a value as fundamental as opacity  
respect . Putting policies inspired by academic research to the people might 
slow down state efforts to use them to increase well-being, but this seems a 
good idea in any case.

And let us not forget that states always retain the option to engage with 
citizens as rational agents and offer us reasons to alter behaviours that might 
be ill-advised. Indeed, we might wish to go further and argue that it can be 
permissible for states to engage in so-called ‘soft paternalism ’, where some-
one is temporarily prevented from completing an apparently self-harmful 
action in order to ensure that they are freely choosing to perform that action 
and understand the consequences.14

Conclusion

I have argued that elected offi cials, civil servants and candidates for pub-
lic offi ce should neither commission nor use existing algorithms  for the 
purpose of ‘looking inside’ citizens to see how good they are at exercis-
ing the core capacities that constitute agency. Anyone who qualifi es as 
a full moral agent has an interest in being able to control  and maintain 
their outward dignity, and to demand that others respect  that dignity 

6357_Macnish and Galliott.indd   386357_Macnish and Galliott.indd   38 21/05/20   1:20 PM21/05/20   1:20 PM

Published online by Cambridge University Press



Politics, Big Data and Opacity Respect / 39

by refraining from evaluating their capacities any further. In the rela-
tionship between citizens and the politicians who run their state, this 
means treating citizens as presumptive authorities when it comes to 
their own lives.

This conclusion also provides a basis on which to respond to the cor-
rosive impact of the various data-harvesting and dark propaganda  scandals 
swirling around the twin electoral shocks of Trump  and Brexit . The fear 
that shadowy political operatives can decide national elections  and refer-
endums, and the ensuing scramble to portray human beings as helpless 
victims of this malign infl uence, undermines the basic democratic idea that 
the public can be trusted to make decisions. This is a big deal. Perhaps there 
will come a day when we are forced to conclude that the notion of self-
government is outdated and we would all do better to be ruled by experts, 
artifi cial intelligence  or the I-Ching, but I doubt it. As imperfect as we are, 
we are surely agents. Replenishing faith in democracy will mean restoring 
outward dignity, and that in turn requires a fi rm and enduring commitment 
to securing opacity  respect .

Notes

 1. See, for instance, Green and Gerber (2015).
 2. See, for instance, the ‘Data for Climate Action’ challenge set by the United 

Nations Global Pulse project, available at: https://www.unglobalpulse.org/
data-for-climate-action, last accessed 22 May 2018.

 3. Available at: https://www.bloomberg.com/news/features/2015-11-12/is-the-
republican -party-s-killer-data-app-for-real-, last accessed 24 September 2019.

 4. Available at: https://www.forbes.com/sites/kashmirhill/2012/02/16/how-target-
fi gured-out-a-teen-girl-was-pregnant-before-her-father-did/#2d1838ab6668, 
last accessed 24 September 2019.

 5. That is, openness, conscientiousness, extraversion, agreeableness and neuroti-
cism. For a helpful discussion of the relationship between this approach to psy-
chology and politics, see Gerber et al. (2011).

 6. For instance, see Joe Saunders’ chapter in this volume, below.
 7. See also Williams’ (2009) hugely infl uential remarks in ‘The Idea of Equality’.
 8. Degrading treatment is so dangerous for dignity because it is designed to under-

mine the idea that some individual is a competent and independent agent. It 
works by emphasising or focusing attention on weakness, and when it succeeds, 
it does so by evoking the ‘appropriate’ response of pity for the pathetic spectacle 
on display.

 9. This fi xation with concealment may seem strange since at least some crude form 
of evaluation must take place in order to determine that the threshold for agency 
has been passed in the fi rst place. Carter  grants this, allowing that we ‘perceive 
individuals as moral agents because we perceive them as having at least a certain 
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minimum of agential capacities’ (2011: 552). However, he asserts that once this 
minimum is acknowledged that is when opacity  respect  kicks in.

10. Now, we might wish to distinguish here between theoretical and practical 
authority, or the authority of experts and the authority of leaders. The former 
give advice while the latter give orders. So far as it goes, this is true. However, 
Joseph Raz (1986) suggests that there is no deep difference here. The direc-
tives of practical authorities simply sum up and replace more of the reasons 
that apply to us – including the autonomy -based reasons we have for being 
allowed to make up our own minds. The key point is that authority has to do 
with the structure imposed on the reasons that apply to us. If it were suffi ciently 
important to get something right then a theoretical authority could become a 
fully-fl edged practical authority. For further discussion of this point, see Fox 
(2015: 175–6).

11. See, for instance, Kahneman  (2011).
12. How worried should we be that scientists studying human frailty will come to 

adopt the objective viewpoint permanently? In fact, although I will not pursue 
it any further here, it is worth noting that ‘maintaining their humanity’ at the 
same time as professional detachment has always been seen as a challenge for 
scientists and doctors.

13. This is, of course, an idealised story about the public sphere , but as I am trying 
to outline an alternative to governments directly becoming party to research 
that objectifi es it will suffi ce.

14. For a discussion of soft paternalism  see Begon (2016: 357–60).
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THREE

A Pre-Occupation with Possession: the (Non-)
Ownership of Personal Data 

Kevin Macnish and Stephanie Gauttier

Introduction

Data which relate to and may be used to identify living people (‘personal 
data ’) have become commodifi ed in a manner unimaginable to most just 
fi fteen years ago. Companies prolifi cally collect data on people’s health, 
shopping habits, driving behaviour, likes and dislikes with the goal of mak-
ing money from an abundant, cheap and never-ending supply. In return, 
those people to whom the data relate (because the data reveal their shop-
ping patterns or their driving behaviour) may be offered coupons, lower 
insurance premiums or access to services, which they frequently take.

The realisation that data relating to people may be worth something fi nan-
cially is dawning. There is an awareness that if the data I hand over to a com-
pany is worth something to those running the company, then they should 
give me something in return. Seizing on this growing realisation, a number 
of companies have been formed in recent years aimed at enabling people to 
profi t from the sale of this data, such as CitizenMe (CitizenMe 2018; Finley 
2014) and Data Wallet (Datawallet 2018). However, in order to sell some-
thing you must fi rst own it, or have permission to sell it on behalf of another, 
and so there is an implicit assumption that people own data that relate to 
them such that they are justifi ed in profi ting from the sale of these data.

It is not all about money, though. Irrespective of the fi nancial value of 
data, there is a deeper moral concern that I should have a (arguably con-
trolling) say in what happens to ‘my’ data. This is captured in a quote by 
President Obama  in 2016 concerning how to approach issues of harm and 
control  in personal data : ‘It requires, fi rst of all, us understanding who owns 
the data . . . And I would like to think that if somebody does a test on me 
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or my genes, that that’s mine’ (Obama 2016). Further, while other political 
bodies have argued that ownership  should not be private but rather public 
or joint, they do not question that data are owned (Mascarenhas, Kesavan 
and Bernacchi 2003; Rodwin 2009).

In academia it is often simply assumed that personal data  are owned 
by the person to whom the data relate (Al-Khouri 2007; Chen and Zhao 
2012). In academic legal debate there is similar recognition that, in Euro-
pean  law at least, personal data are owned by the person to whom they 
relate (Rees 2014; Berlioz 2015; Beyneix 2015; Bensoussan 2010). Finally, 
social science research has demonstrated that, at least in some instances, 
people view personal data relating to them as simultaneously owned by 
them (Spiekermann, Korunovska and Bauer 2012).

Perhaps most signifi cantly for this book, though, is the problem as to 
who can do what with data that relate to people when those data may 
have political signifi cance. This came to light most clearly in the Cam-
bridge Analytica  scandal of 2016–18 in which a private company gained 
data freely submitted to an app on Facebook  in 2013 (Cadwalladr and 
Graham-Harrison 2018). The app had no obvious political signifi cance, 
but the contributions of people to the app created a large store of data. In 
gaining access to these data, Cambridge Analytica used them to shape the 
direction of political campaigns and, it is at least alleged, engage in politi-
cal manipulation. This therefore presents a strong democratic concern as to 
the control  of personal data .

In this chapter, we argue that the existing models of ownership  do not 
account for our relationship to personal data  in a satisfactory manner. 
Based on the idea that one wants to minimise the harmful consequences 
that the use of the data might have for themselves, and acknowledging that 
the data is a product of mixed labour between the individual and the plat-
form collecting the data, we argue that both individuals and platforms are 
responsible for the way the data are used and must be able to control  them. 
Furthermore, whenever the data are shared with others, those others adopt 
a share in that responsibility.

What are Personal Data?

We have defi ned personal data  as data which relate to, or can be used to 
identify, a living person. This is drawn from the defi nition of personal data 
offered by the General Data Protection Regulation (GDPR)  (EU  Parliament 
2016). This defi nition has some obvious drawbacks, such as whether the 
contents of my diary (relating only to my thoughts about myself) cease to 
be personal data when I die, whether data that are about me but cannot be 
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used to identify me are not personal, and the obvious context-dependent 
nature of identifi cation (such as one being male could be used to identify 
a man in an otherwise all-female line-up). However, these are not our con-
cern in this chapter. Rather, we adopt this approach as a workable defi ni-
tion of personal data in order to better understand theories of ownership  in 
relation to those data.

Why Ownership?

The concept of ownership  is both intuitive to many and a seemingly popu-
lar approach to managing the benefi ts and harms that can arise from the 
use of personal data . A classic contemporary defi nition of ownership is 
that expressed by C. B. Macpherson as ‘a right to dispose of, or alienate, 
as well as to use . . . which is not conditional on the owner’s performance 
of any social function’ (Macpherson 2014: 126). More recently, Jeremy 
Waldron  has ownership as determining ‘how, by whom, and on what terms 
the resource [is] to be used. An object is mine if it is for me rather than for 
anyone else to say what is to be done with it’ (Waldron  1991: 158).

Taking these defi nitions as relatively uncontroversial, ownership  can be 
seen to confer control  over property. This control allows a person to exer-
cise infl uence over harm threatened to themselves and others. If I own a 
large stick then you cannot use that stick to harm me, and I could use it 
to defend myself should you attempt to harm me with your large stick. As 
such, ownership gives one a sense of control (albeit possibly misguided) 
and, through that, a sense of security . Furthermore, in many cases I am 
best placed to know what will hurt me. Public knowledge that I am homo-
sexual may be so embarrassing that I would consider suicide, or it may be 
something I wear as a badge of pride. Either way, I am best placed to know 
whether that information would harm or help me. As such, it is clear why 
a person would want to exercise control over their personal data , and par-
ticularly data which could be used to harm them or the state in which they 
live. Using an ownership approach appears to offer the owner of the data 
that control.

The implications of ownership  are signifi cant. As noted, other people 
and companies are interested in accessing personal data : the use of personal 
data is the business model of social media  platforms such as Facebook . It is 
in Facebook’s interest to lay claim to own the data which are uploaded to 
its platform. At the same time, were they my data I had uploaded, I might 
reasonably lay claim to owning those data myself. In each of these cases, 
ownership of the data provides intuitively strong grounds for controlling 
what happens to them. If I own the data, then I have strong grounds to 
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resist Facebook using those data as it pleases. If Facebook owns the data, 
then my resistance is weakened.

In the latter case I may fear that if a social media  company controls data 
that are about me, it is likely to be risk-prone in its use of those data, as 
any harm will most likely accrue to me rather than to the company, while 
the party to benefi t will be the company or, in some cases, society at large 
(Wolff 2010). Hence, it is important to this line of thinking not only that 
personal data  can be owned, but that I own the data which relate to, and 
can be used to identify, me. We take this to be a central thesis which we will 
challenge in this chapter:

ownership  of personal data  sits (or can be assumed to sit) by default with the 
person to whom the data relate.

Our argument in what follows is not that theories of ownership  do not apply 
to personal data . We believe that they do, or can be made to do so. Our 
challenge is rather that these theories do not support the thesis outlined 
above. As such, our argument is that we must either accept that the thesis is 
false, or reject the ownership model when it comes to personal data.

Models of Ownership

There are two means by which a person may come to own something 
(‘property’). The fi rst, intrinsic, applies in the case of things which are owned 
by a person as a matter of natural right. The second, acquired, describes how 
things are properly acquired by a person, thus becoming that person’s property. 
We shall treat each of these in turn as regards personal data  in this section.

Intrinsic

The classic starting point for intrinsic (or self-)ownership  is frequently given 
as the eye, following an article by Gerry Cohen  in which he argues that it 
would be wrong to force me to have an eye transplant with you, even if I 
have two working eyes and you have none (Cohen  2010: 69–71). Despite 
the aggregate benefi t (the eye transplant would mean that two people, 
rather than just one person, could see), I am under no obligation to surren-
der my eye to you. My eye is owned by me and as such I have the right of use 
and disposal of my eye, along with a right of non-interference, described by 
Macpherson and Waldron  above.

Stephen Munzer challenges this position, arguing that I do not have the 
right of destruction of my body. Hence, I do not have ownership  of it, but 
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I do have some property rights over it (Munzer 1990). In a similar way, 
I may not have ownership over data relating to me, but have (some) prop-
erty rights over those data. Leaving aside the contention that I may have a 
right of destruction of my own body, there are other things that we might 
properly be said to own and yet lack the right of destruction. Were one of 
us the owner of a van Gogh painting, we do not think that we would have 
the right to destroy that painting. We may own it, but the work retains 
social value that cannot be ignored. However, it would be strange to say 
that, having just parted with €30 million to have it in our private collection, 
we do not own the painting. Hence, ownership does not always confer an 
absolute right of disposal.

That some people do hold an intrinsic view of ownership  of personal 
data  is evident in the following quote by Luciano Floridi : ‘“My” in “my 
information” is not the same “my” as in “my car” but rather the same “my” 
as in “my body” or “my feelings”: it expresses a sense of constitutive belong-
ing, not of external ownership, a sense in which my body, my feelings and 
my information are part of me but are not my (legal) possession’ (Floridi  
2005: 195). Hence, to Floridi  at least, there is a sense that the ownership 
of personal data is intrinsic rather than acquired, more akin to Cohen ’s eye 
than to his car.

While there may be intuitive strength to Floridi ’s position, there are a 
number of challenges that can be levelled here. In the fi rst place, personal 
data  are signifi cantly different from a body or an eye and seem closer in 
nature to knowledge: as I share data that relate to me, I do not lose those 
data (they do not cease to be ‘my’ data because Facebook  now has a record 
of them). By contrast, the strength of Cohen ’s claim lies in the fact that 
were I to have an eye transplant I would lose that eye. Were Cohen ’s eye 
example to be continued in a manner such that I could offer you sight with 
no signifi cant loss to myself, then I should do so. In this new situation it is 
harder to argue that I should not share my data with Facebook if in so doing 
I would signifi cantly help another’s need and I would not risk signifi cant 
and obvious harm to myself.

If personal data  are closer in nature to knowledge than to tangible things, 
then an analogy could be drawn with intellectual property (IP ). IP can be 
shared with no immediate loss to the originator. Loss occurs only when a 
person uses IP  without correct attribution or payment. However, IP  is rarely, 
if ever, justifi ed as being intrinsically owned by the property-holder, even 
if that property-holder is the author. Rather, typical justifi cations rest on 
Lockean, Hegelian  or other interpretations of property acquisition (Fisher 
2001). As such, we shall return to considering this analogy when looking at 
property as acquired.
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Secondly, if you take a part of my body without my permission, I would 
probably describe that as some manner of theft. By contrast, Cambridge 
Analytica  encountered data uploaded to Facebook  without gaining the data 
in such a way that we would refer to as theft. Once again, then, it does not 
seem as if I can rightly be said to own my personal data  intrinsically.

A fi nal point is that at a later stage in his life Cohen  questioned the 
notion of self-ownership  described above. He was considerably less sure of 
the intrinsic right of the person whose eye it was to deny the use of that eye 
to another. This is not to say that Cohen  was right, but merely to remark 
that the locus classicus of intrinsic self-ownership was perhaps not as obvious 
as its author once thought (Cohen  2010: 243–4).

Acquired

If personal data  are owned, but are not owned intrinsically, then they must 
be acquired. The acquisition of property has been described by Vinding 
Kruse as ‘taking into possession of an ownerless thing or other valuable 
good belonging to no one, or any other act by which a person unilaterally 
determines such an object of value as belonging to him in future’ (Kruse 
1939: 277). While this captures the approach taken by the theorists we shall 
consider below, it does not account for the most common means of acqui-
sition through purchase and gifting. Indeed, the original Latin word datum 
refers to the giving of a gift.

Of the principal theories of acquisition, the best known is probably 
Locke ’s theory of mixing labour with a thing previously unowned, through 
which the labourer comes to own the product of that labour (Locke  1988, 
ss. 2:27–51). However, it is not obvious how this could be applied to per-
sonal data . One might say that my effort in thinking through and uploading 
data to a social media  platform is labour of a sort. However, it is more plau-
sible to claim that the company that analyses those data and provides me 
with a personality profi le based upon them, has mixed more of its labour 
with those data than I have. If so, then the Lockean account would tend 
towards the company owning the data rather than me.

Robert Nozick ’s alternative account calls for a just principle of acquisi-
tion and a just principle of transfer (Nozick  2001). Provided both prin-
ciples have been met, Nozick  argues, all property is held justly. Whether 
Nozick  is correct in the transitivity of justice  in this way is not at issue here, 
but rather his principle of just acquisition, on the precise nature of which he 
is quiet. He famously challenges Locke ’s account by suggesting that mixing 
a teaspoon of tomato juice with the ocean does not entitle me to ownership  
of the ocean, but fails to suggest an alternative.
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Georg Hegel  did provide an alternative account of acquisition, and 
arguably one much simpler than Locke ’s, in suggesting that it was a matter 
of fi rst occupancy (Hegel  2016: 73). This was not simply a matter of ‘fi rst 
come, fi rst served’, but part of a richer theory that ownership  of property 
was fundamentally good for a person’s character and promoted notions 
of responsibility. As such, the desire to own was also a good and so a per-
son should be permitted to own that which was otherwise unclaimed to 
develop their character.

Hegel ’s account lacks persuasive force in the early twenty-fi rst century 
when so much of the world’s resources are owned by so few and at the 
expense of so many. Despite this concentration of ownership , there has 
been little evidence of the benign effects of property ownership on charac-
ter development in the neo-liberal  globalised economy. Even if we were to 
accept this theory, though, it would not take us to a place of ownership of 
personal data . Rather it would suggest that any data previously unclaimed 
are ‘up for grabs’, including personal data. Hence, if I have not staked 
a claim on my data then it is fair game for others to do so. Furthermore, 
Waldron  argues that Hegel  also allowed for the redistribution of property 
by the state to account for those without property. Property rights, accord-
ing to Hegel , were not absolute in the face of competing demands from 
‘higher stages of ethical development’ (Waldron  1991: 387). Hence, even if 
I were to argue fi rst occupancy of my data on grounds of character develop-
ment, the Hegelian  approach would allow the state to forcibly redistribute 
my data if in so doing it would benefi t others in society.

Adam Henschke  has recently argued in favour of Hegel ’s account, not-
ing that his theory of property makes the claim that ‘all people have a 
property claim in things that are necessary for individuation, those things 
central to self-development’ (2017: 73–4). This, as Henschke  points out, 
does give the Hegelian  account stronger grounds for arguing in favour of 
the individual’s ownership  of personal data  than Locke ’s. In combination 
with the principle of fi rst occupancy, Hegel ’s account allows for general 
private ownership as long as people are able to access that which is neces-
sary for survival and the exercise of free will. In this regard, it is similar to 
Locke ’s proviso that ownership is acceptable as long as it does not entail 
property going to spoil while others die in want of that property. However, 
there are at least two arguments which give reason to think that Henschke  
is mistaken in his account.

One crucial distinction is whether personal data , or control  of those 
data, are indeed ‘necessary for individuation’. It is not immediately clear 
that this is the case, at least of necessity. Certainly, a case can be constructed, 
as Henschke  demonstrates, whereby information relating to a person’s skin 
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colour, for example, can have an impact on their individuation and exercise 
of free will. However, there are also cases where this need not be the case. 
In what way is ownership  of the personal data that I bought a chocolate bar 
yesterday a matter of individuation? So it does not follow on the Hegelian  
account that we should have ownership of all personal data, but only of 
those data which impact those things central to our self-development.

Even if we agree that personal data  are always necessary for individua-
tion, there is also an argument about scope, which asks what constitutes a 
thing as necessary for my individuation or self-development. In contempo-
rary society it might be that my individuation and self-development require 
that I have a computer. Does this mean that therefore I now own a com-
puter? Of course not. At best it can mean that you have no right to stop 
me from owning a computer. Hence, this Hegelian  position cannot be that 
the need for individuation grants ownership  of that which is needed, but 
rather that the need for individuation means that I cannot be denied owner-
ship of that which is needed. But that is entirely different from the case in 
hand. Our argument is not that you cannot own data which are about you; 
you can. Our point is rather that you do not own those data as a matter of 
default. Hence, Hegel ’s theory, despite Henschke ’s attempts to salvage it, 
does not work either.

Hume ’s conventionalist theory of property was more laissez-faire than 
Hegel ’s, and arguably even less applicable in a contemporary environment 
(Hume  2015: 489). His position was that the system of property that we 
have today may have originated by force, but that it has been ‘transformed 
into a system of private property by consent’ (Waldron  1991: 339). This 
is an intriguing position given Hume ’s well-known refutation of the social 
contract theory, and one wonders how consent was to be understood in 
this context. Even if we accept Hume ’s theory, though, it likewise has no 
obvious application to personal data  as there are no conventions in this 
case. With the possible exception of IP , we have not hitherto been in a 
position of discussing ownership  of something as different from physical 
property as data. Furthermore, if we are to accept with Hume  that we can 
legitimise the forcible seizure of property over the course of time and gen-
eral acceptance, then this would seem to argue in favour of people taking 
what data they can get and keeping them for as long as is necessary to gain 
public acceptance.

That ends a cursory overview of the leading historical theories of prop-
erty acquisition. There are of course others (not least Marx , although it will 
not take much refl ection to see that a Marxist  interpretation will similarly 
fail to give ownership  to the individual but rather to the state), but the for-
going is suffi cient to make our point.
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In response to this overview, it may be argued that these theories were all 
developed prior to the realisation of the value of personal data , so the fact 
that they cannot account for the ownership  of personal data merely suggests 
that new theories (or signifi cant modifi cations) are needed. In response to 
this, we would note, fi rst, that the challenge is not that the theories do not 
apply to personal data; they do. It is quite plausible to apply a Lockean, 
Hegelian , Marxist  or other theory to personal data. The challenge is that 
such applications do not result in the ownership of personal data being 
allocated to the person to whom those data relate, which we take to be 
the desired position. Rather, they suggest that ownership should rest with 
the company analysing the data, the state or some other entity. This raises 
issues pertaining to how the individual can control  the use of the data that 
can harm him or her, if the data are owned by someone else. Secondly, if 
none of the accounts of ownership apply in such a way as to arrive at the 
desired outcome, then it is more obvious to conclude that the desired out-
come is unattainable by appealing to ownership than to conclude that new 
theories are needed.

We have claimed that there is a desire for people to be able to control  
(at least some of) the data which describe them. We have also argued that 
no existing theory of ownership  can satisfactorily account for that rela-
tionship, such that ownership of personal data  would confer control to 
the person described by those data. This undertaking has been, in part at 
least, motivated by consequentialist  concerns: which theory will arrive at 
the consequences we desire, rather than which theory is right. Once started 
on this road, why not go the rest of the way and look at a consequentialist  
justifi cation for ownership of personal data?

The Consequences of Ownership

Adopting a model of ownership  in thinking about personal data , irre-
spective of any deontic justifi cations, would not take us any closer to the 
desired goal of my having control  over the personal data which relate 
to me. The immediate consequences of owning personal data would cer-
tainly be that I would get property rights over data which relate to me: I 
would have the right to use and dispose of my data as I chose. This appears 
to take us where we want to go. However, it is important to remember that 
the right to dispose of data, or indeed any property, includes the right not 
just to destroy those data, but also to trade them. Furthermore, it is appar-
ent that there are people willing to pay for my data, such that even if I did 
not want to part with those data, the money offered would make their sale 
very attractive.
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Being able to trade personal data  is not obviously a bad thing: indi-
viduals freely choose to trade their data for coupons, suggesting they fi nd 
benefi ts in this trade. The challenge that is presented in trading personal 
data is that, through the trade, a person loses control  of the data which 
relate to him or her. Hence, the control of personal data that is promised 
by the ownership  model would be short-lived. If I own the data relating to 
me and can therefore sell you those data, and I do, then I fi nd myself in a 
post-sale situation where you have the right to use and dispose of the data 
which relate to me and the right of my non-interference in so doing. Once 
more, this seems to take us to a position that is orthogonal to the outcome 
originally desired regarding control and minimising harm.

In that case, it is plausible that it is not the trade itself that is the problem 
but the unconstrained trade. It might be that trading, or donating, personal 
data  would be acceptable if it were suffi ciently regulated, so that individuals 
are less open to exploitation. However, the fact remains that the person to 
whom the data relate no longer has control  over those data. Control now 
rests with the company that possesses the data and possibly a regulator. 
Furthermore, if it is the case that I own personal data relating to me, and 
the sale or donation of those data would not harm anybody other than me, 
then it is very paternalistic for the state to say what I can and cannot do 
with it.

Finally, as is often the case with consequential considerations which are 
not time-bounded, it is diffi cult to know what the consequences will be in 
the future of having parted with control  of my information in the present. 
Given that those uploading their data to an app on Facebook  did not know 
at the time what use would be made of it by Cambridge Analytica  three 
years later, and the current expansion of technical capabilities, it is virtually 
impossible to say what uses of personal data  will become possible within 
a lifetime.

Hence, in coming to a consequentialist  consideration of the question of 
ownership , the benefi ts are that the person to whom the data relate does 
indeed gain short-term control  of those data and that person could gain 
some money by selling ‘their” data. However, this is more than counterbal-
anced by the loss of control of those data which occurs because of the sale.

An Alternative Approach

One way around the problem of ownership  would be to refocus attention 
from the rights of the person affected to the responsibilities of the parties 
controlling the data, that is, those who hold the data. These individuals or 
entities with access to data are responsible for using the data in a way that 
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does not harm others, including those to whom the data relate. Their func-
tion is not that of a data controller or processor as defi ned in the GDPR  as 
they are not meant to control  legal compliance. Rather, those with access 
to data become, by virtue of that access, custodians of the data: they have 
the ability, and with it a moral responsibility, to determine what happens 
to the data and, hence, to ensure for their part that the use of the data does 
not lead to harm.

As anyone with access to personal data  is a custodian of this data, the 
person to whom the data relate may also be a custodian and, hence, have 
responsibility to ensure that the data are not used in such a way as can harm 
them. This means that there is a responsibility on the part of the person to 
whom the data relate in disposing of those data. Individuals should discern 
between those entities which might use the data in ways that could foresee-
ably harm individuals, and those others which would use the data without 
harm. Any entity which accesses the data must apply the same discernment 
in deciding whether and with whom to share the data as well as in deciding 
how to use the data.

There is therefore a co-responsibility between all custodians of data to 
make sure that data is not shared or used in ways that may be harmful. Cur-
rent approaches focusing on ownership  do not consider this as they imply that 
the person owning the data can dispose of the data as they see fi t. The respon-
sibility of the person to whom the data relate to make sure that their data is 
not used in harmful ways is not considered. The responsibility of any entity 
towards the person to whom the data relate is also absent from this approach. 
In this way, our approach refocuses attention from the rights of the putative 
data owner to the responsibilities of the custodians of those data.

Applying this approach to the case of the Cambridge Analytica , the com-
pany had a responsibility not to use the data in a way that could harm others. 
Likewise, Facebook  had a responsibility to make sure that entities accessing 
data were trustworthy. Facebook should have applied their responsibility by 
enquiring about the purpose of the data acquisition. Cambridge Analytica 
might have lied in response, in which case Facebook’s responsibility would 
be waived in this instance, provided they had engaged with due diligence. 
When Cambridge Analytica placed advertisements  on Facebook, the social 
media  platform could have audited the purpose of these advertisements . 
This is especially true knowing that the advertisements  might be related to 
the analysis of a set of data which was initially under their responsibility 
and used to accomplish something on their platform. In the event, both 
Facebook and Cambridge Analytica appear to have failed to engage with 
their responsibility for the data of which they were custodians. Individu-
als who generated the data, on the other hand, could not see the end use, 
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which developed after the data were uploaded, and then could only deal 
with their personal data , while the problem arose from using a large pool 
of data. Individual user responsibility lay in choosing to upload their data 
to Facebook while knowing that the business model of Facebook is based 
on the utilisation and selling of personal data.

A second example is of employees voluntarily giving their physiologi-
cal data to their employers to allow them to understand individual stress 
levels at work to improve that employee’s work conditions. This data could 
reasonably be foreseen to produce potential harm were it to become identi-
fi able and known by line management. In this case, both the employee and 
the employer are custodians of the generated data.

There needs to be shared control  of the data between the custodians of 
the data. In accepting the data, the employer assumes shared responsibility 
(with the employee) of the data and should ensure to the best of their ability 
that the data do not lead to harm. Were the data leaked from my employer 
to my line manager, then my employer would be responsible for any harm 
that may arise. If the data were leaked from me, then my employer would 
not be responsible for any harm that may arise, but rather I and the new 
custodian of my data (the recipient of the leak) are. If my employer shares 
my data with my line manager, then that manager becomes a custodian 
and adopts shared responsibility for those data. If reasonably foreseeable 
harm arises from my line manager’s use of the data then she or he bears 
responsibility for that harm, coupled with the employer if it was reasonably 
foreseeable that harm would result from sharing the data.

Employees in this situation who have not generated data yet work in the 
same location can be affected by the consequences of the use of this data, 
such as through any changes that are made to manage stress differently. 
These new dispositions might not suit the non-participants and could even 
harm them. A difference here with the Cambridge Analytica  case is that in 
the latter everyone was affected by the consequences of the use of the data, 
but no one knew what data were collected or for what purposes. No indi-
vidual outside Cambridge Analytica or Facebook  would bear responsibility. 
In the case of the workplace, by contrast, it is reasonable to assume that the 
individuals who are affected by the sharing of data are easy to identify: they 
are the co-workers of those who share the data. They would not have any 
say in the matter if we were to adopt an ownership  approach to the data. 
However, if we adopt the proposed approach based on custody and respon-
sibility for harm, then their interests should at the least be considered by 
those using the data. Ideally, those at risk of harm should have the right to 
observe what happens with the data and be given means of redress if they 
are wrongly affected by these data and the ways they are shared.
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Conclusion

In this chapter, we have argued that the ownership  of personal data  is fl awed. 
While this approach appears to provide control  and a means of minimising 
harm, we have demonstrated that it fails to do either. Furthermore, there 
are no grounds for a concept of ownership to be applied to personal data 
through employing existing theories. While this may not be fatal for the 
approach, it robs it of a signifi cant intuitive strength if, in holding that we 
own ‘our’ data, we must also re-defi ne how it is that we come to own them.

There are three areas which arise from this chapter crying out for further 
research. The fi rst is the intuitive attraction of owning personal data . This 
may relate to the use of the possessive pronoun ‘my’ and equivocating on 
different meanings of this word. The second is the concept of self-owner-
ship . Given that Cohen  is both the common point of reference for justifying 
this intuition and yet has also questioned it, further work could usefully be 
carried out in exploring whether self-ownership is a meaningful or useful 
concept. The third is the development of a suitable alternative approach 
to ownership in accounting for the relationship between a person and the 
data that describe them. We have considered focusing on custody of data 
and responsibility for the reasonably foreseeable harm arising from those 
data. Unlike ownership, this responsibility is not exclusive but is based on 
the potential for harm. This therefore presents an intuitively powerful and 
theoretically grounded alternative to the ownership model.
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FOUR

Policing with Big Data: DNA  Matching vs 
Crime  Prediction

Tom Sorell

Many large data sets are relevant to the detection and prosecution of crime . 
For example, DNA  profi les can be extracted from databases and matched 
with samples collected at crime scenes to aid in the identifi cation of sus-
pects. There is evidence that storage and matching of DNA profi les not only 
solves particular crimes but reduces crime rates.1 More controversially, pat-
terns in the intensity and spread of burglaries in a city can inform opinions 
about where burglaries will occur locally in the future. Since liberal  democ-
racies promise the law-abiding that they will protect them from crime, do 
those jurisdictions not have an obligation to use relevant data sets to pros-
ecute, and, where possible, prevent, crime? Even if the answer is ‘Yes’, those 
obligations may be limited signifi cantly by liberal  rights. Ordinary citizens 
have rights to pursue law-abiding activities unmolested, and the surveil-
lance  underlying some of the relevant data collection and matching may 
amount to a sort of molestation or at least an invasion of privacy . Besides, 
pattern recognition in crime data may be affected by bias  in choices of char-
acteristics that matter to crime, and data sets are subject to theft, deletion 
and contamination of various kinds.

In previous work, I have defended large-scale data collection and analy-
sis of data in the prosecution and prevention of the most serious crime , 
including terrorism  (Sorell 2011, 2016, 2018a, 2018b). In particular, I 
have tended to be sceptical of objections based on privacy  to large-scale 
collection and analysis for those purposes. But, clearly, the propriety of 
using big data in policing  decreases the less serious the relevant crimes are, 
the more speculative the algorithms  generating the predictions  and the less 
well governed the databases. The use of big data is also called into question 
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in jurisdictions that suffer from over-criminalisation , disproportionately 
severe punishment and very expensive legal representation. Differently, 
secrecy and the relative accountability of the collectors and users of the 
data matter to the democratic legitimacy of uses of big data. Police  forces 
are not meant to operate out of sight of at least a subset of democratically 
elected legislators and the judicial system. Nor are they supposed to oper-
ate ad lib. They are subject to protocols intended to maximise the harmless 
liberty  of those who are policed.

In this chapter I defend the construction of inclusive, tightly governed 
DNA  databases, as long as police can access them only for the prosecution 
of the most serious crimes or less serious but very high-volume offences. I 
deny that that the ethics of collecting and using these data sets the pattern 
for other kinds of policing  by big data, notably predictive  policing. DNA 
databases are primarily used for matching newly gathered biometric data 
with stored data. After considering and disputing a number of objections to 
this practice, I conclude that DNA databases used in this way are ethically 
acceptable, if not valuable, contributions to legitimate policing.

DNA  Databases

In developed liberal  democracies DNA  databases are composed of profi les 
rather than samples. A DNA sample is biological material that, under the 
right conditions and with the right techniques, can be used to identify a 
unique individual. A sample is also a basis for very probable inferences 
about an offender’s gender, certain medical conditions and physical char-
acteristics, such as eye colour. In both the US  and UK , there are severe 
restrictions on the retention by the authorities, including the police, of 
DNA samples. DNA profi les are different. Each profi le is a set of markers of 
gender and Standard Tandem Repeat (STR) DNA sequences – sequences 
that do not code for genes (and therefore do not sustain the inferences just 
mentioned). These profi les are virtually unique to a single human being – 
identical twins apart – and are excellent evidence of identity if derived from 
uncontaminated, undegraded DNA samples.

In the UK  until 2008, DNA  samples could be collected without consent 
from anyone arrested for virtually any crime . They could be kept perma-
nently, whether or not people whose samples were taken were subsequently 
convicted. A European  Court of Justice ruling in 2008 prohibited the reten-
tion of DNA profi les of people with no convictions. Rules introduced rela-
tively recently in the UK limit the periods of time profi les can be retained 
for non-convicts. In general, the more serious the crime for which someone 
with no convictions is arrested, the longer a profi le taken at the point of 
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arrest can be retained. Retention beyond three years sometimes requires a 
special application to an offi cial, and fi ve years tends to be the limit. How-
ever, it is still customary near the time of arrest for a profi le to be checked 
for matches with samples independently collected from scenes of crime, 
and with profi les of convicted offenders, lest arrestees who have convictions 
but who are operating under an assumed name escape detection.

Although thousands of DNA  profi les in the UK  are now deleted annually 
in order to meet the provisions of the Protection of Freedoms Act (POFA) 
(UK Government 2012), the DNA database in the UK remains the largest 
in the world, with profi les of over 5 million people (out of a UK popula-
tion of around 65 million). The deletion rules under POFA defer from the 
2008 European  Court of Justice ruling in S and Marper v. UK (Council of 
Europe 2008) – according to which keeping indefi nitely the DNA profi les 
and fi ngerprints of people who were once suspected of a particular crime  
but who have been acquitted, infringes their right to private and family life. 
The Court particularly objected to a police practice in England and Wales 
that made collection and retention of biometric data routine for adults and 
minors alike, regardless of the severity of the crime. (S had been a child sus-
pect in a burglary case, and Marper was charged with harassment in a case 
brought by a partner who subsequently resumed a relationship with him.) 
The Court did not object to the general purpose of the collection and reten-
tion of biometric data, namely, the detection and prosecution of crime. Its 
focus was on the disproportionate effects of pursuing that policy on Marper 
(against whom harassment proceedings were dropped) and S, a child when 
arrested, who was acquitted).

The Privacy  Objection

Without denying that the former collection and retention policy in the UK  
was heavy-handed in the case of S and Marper, must we say that there are 
objections on the basis of the value of privacy  or other values to any DNA  
database that covers 8 per cent of the population? It is not obvious to me 
that we must.

Violations of privacy , as I have tried to argue in the past (Sorell 2011, 
2018b; Guelke and Sorell 2017), are penetrations of zones conventionally 
protected from observation or reporting. The zones in question are those 
of the body, the home and the mind.2 By ‘the body’ is meant primarily the 
exposed or naked human body. The conventions of covering the body or, 
differently, of not uncovering the body, support a convention of refrain-
ing from surveillance  of the body. Looking at close quarters is intrusive 
unless it is invited, and so is camera surveillance, which produces pictures 
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simulating direct visual experience of the body. Privacy  conventions put 
the control  of exposure of the body in the hands of the self, and limit 
the unwanted social effects of observation or reporting about the body 
by others.

The home, for the purposes of this chapter, is the default location occu-
pied daily by a person when not otherwise active. It is the zone where peo-
ple rest and sleep and expect to be safe when engaged in either. There can 
be temporary default locations, like hotel rooms, or passenger aircraft or 
cars that also count as home spaces, and the conventions for not entering or 
inspecting the home uninvited can apply to the hotel room or one’s airline 
seat. These, too, are normally not to be observed or reported on without the 
permission of the person whose space it is.

The third and most important zone of privacy  is the mind, understood 
as the set of capacities for arriving at what to believe and what to do. The 
mind is not, for our purposes, private in the sense – famously called into 
question by Wittgenstein – of being accessible only to the subject, or being 
the place where ‘what it is like’ to experience something registers. It is nor-
matively private, meaning that it is wrong to force people to disclose their 
thoughts or convictions or to think aloud in some substantial sense (Nagel  
1998). Especially in contexts where there is some strongly enforced politi-
cal or religious orthodoxy, and expectations that each person will publicly 
proclaim adherence, the freedom  to make one’s own mind up privately – 
without thinking aloud and without declaring one’s possibly unorthodox 
conclusions – comes into its own.

More generally, the mind is the arena where, by arriving at reasons for 
beliefs, or beliefs on the basis of reasoning, one makes those beliefs one’s 
own. In the absence of the normative privacy  of the mind people are likely 
to be mouthpieces for the views of their parents, religious or political lead-
ers, or their class. The normatively private mind is also in some sense the 
pre-eminent zone of privacy, because it is by using its capacities that an adult 
in a liberal  democratic society can determine the limits of exposure of the 
body and public access to the home. Normative mental privacy, then, is 
typically a condition of an individual’s governance of other normatively 
private zones, but not the other way round.

If privacy  is what one enjoys when experiential and informational access 
by others to one’s body, home, beliefs and choices is signifi cantly limited, 
then it is easy to see that privacy facilitates the exercise of autonomy . The 
normative privacy of the mind helps one to think and choose for oneself, 
but the public conventions licensing limited access to the home also facili-
tate the exercise of the capacity to choose and to believe for reasons. It is at 
home that one can be oneself and expose oneself most easily, and the home 
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space therefore provides opportunities for trying on different views with 
one’s friends and family before expressing them publicly.

Privacy  is often, but disputably, connected with being in control  of 
information about oneself. I say this is disputable, because loss of control, 
or absence of control, does not necessarily amount to a violation of privacy . 
When a powerful politician tries to prevent publication of damaging but 
accurate information about him- or herself – for example, the fact that he 
or she has taken a bribe – that is not necessarily a case of preserving the 
privacy of properly private information, and when, despite the politician’s 
efforts, the information becomes generally known, that is not necessarily a 
violation of privacy. It could instead be a case of people fi nding out what a 
public fi gure is really like, which might properly affect their votes in a future 
election . This is because there is a legitimate public interest in news of the 
bribe: electors are entitled to know whether their representative’s votes can 
be bought with money, especially where the use of paid-for infl uence could 
go against the interest of constituents.

On the other hand, publishing photographs of the interior of the politi-
cian’s home to satisfy newspaper readers’ curiosity about what it looks like 
is a violation of privacy  quite apart from the politician losing control  of 
the information in the photos. This is because of conventions that defi ne 
the privacy zone of the home are so well entrenched in everyone’s thinking 
about privacy.

How do DNA  samples and DNA profi les fi t into this picture of the pro-
tected zones? DNA samples certainly give a scientifi cally trained third-party 
insight into a person’s body and even the bodies of members of that per-
son’s biological family, their parents in particular. Publicising some of this 
information could disadvantage those with identifi able genetic predisposi-
tions to expensive and hard to insure, or stigmatised, medical conditions. 
Even if the information were not public but were disclosed only to the per-
son whose DNA it is, knowledge of the condition could drastically reduce 
quality of life. These adverse consequences of the availability of DNA sam-
ples do not show that DNA samples should never be taken or be the sub-
ject of published research. At most they call attention to the importance of 
insurance safety nets and the diffi culty of adjusting to news that indicates 
one’s days are numbered.

What about the fact that information derived from a DNA  sample is 
for all intents and purposes uniquely identifying? What does this have to 
do with privacy ? Claims that DNA is essential to a person’s identity do not 
mean that sequencing or collecting DNA is more intimate than collecting, 
say, information about a person’s preferred sexual practices or their sexually 
transmitted diseases, which are often not uniquely identifying.
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It is true, as already acknowledged, that genetic information may need 
protection or rationing for communicative purposes, for example, because 
it will trigger prejudices and disadvantage someone. But this is not to say 
that just any disadvantageous information about a person is therefore pri-
vate and incommunicable. The fact that someone has been convicted of 
murder is normatively public (because the result of a normatively public 
trial), not private.

The collection of uniquely identifying information, including genetic 
information, is not necessarily more of an intrusion than the confi scation 
of a diary. On the contrary, it can be entirely non-intrusive, because the 
information in question is not personally revealing. For example, the fact of 
being female and winning two Nobel prizes uniquely identifi es Marie Curie 
(so far), but a contemporary of Marie Curie who knew only this fact did 
not come close to knowing Marie Curie ‘personally’, and fell even further 
short of being aware of private information about her. The same, I think, is 
true of knowing the results of the sequencing of one’s own DNA . To know 
this sequence is to have impersonal knowledge, albeit biologically reveal-
ing knowledge, of someone. This is not necessarily private in the sense of 
penetrating a protected zone.

The fact that DNA  is uniquely identifying does not show that it is tied to 
no-one else. If it is private or private property, it is private property shared 
by someone with their genetic parents, siblings and children. So not only is 
the inference from 

(1) X uniquely determines the identity of person P

to
(2) X is private to person P

disputable,3 in view of the inheritance of half of one’s genetic material from 
each of one’s parents. So, too, is the inference from (1) to 

(3) Third-party collection of X violates P’s privacy , ceteris paribus.

But, in any case, most DNA  databases are not collections of DNA samples 
but of DNA profi les, which are much less revealing than DNA samples even 
if, for all intents and purposes, uniquely identifying.

The Suspect Population Objection

A second objection to large-scale collection and storage of DNA  profi les 
arises from the size of the DNA database when it contains, as it does in the 
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UK , profi les of around 8 per cent of a large population. This time the prob-
lem concerns the relation between police and citizens in a liberal  democ-
racy. A citizenry is supposed to control  and authorise the actions of police 
through representatives who legislate in the interests of everyone or most 
people in the jurisdiction. When law enforcement holds potentially incrim-
inating information on so many, is not the direction of the control reversed, 
so that police and not citizens have the whip hand?

A related question is asked about the use by the police of large-scale 
closed circuit television systems whose cameras are openly trained on large 
public spaces. Does not this kind of surveillance  either make a population 
suspect or help to keep them under the thumb of the authorities? Granted 
that the police are not actively targeting each person in those large spaces for 
attention, is not the indiscriminate retention of the images of so many, and 
in places where levels of crime  may not be high, an expression of distrust or 
suspicion of the population? It is no more an expression of distrust or suspi-
cion than the fact that everyone is now checked at airports before boarding. 
The authorities know that very few people come to the airport with con-
cealed explosives or weapons . Still, the consequences, if just a few people 
are successful, are so great in lives lost, injury suffered and fear created, that 
sweeping searches are arguably not disproportionate. Nor are they discrimi-
natory, since the premise of the argument that they are disproportionate is 
that everyone is treated the same way.

In the case of the national DNA  database in the UK , there is no ques-
tion of the collection of data turning people into suspects, as allegedly hap-
pens with mass surveillance . If anything, it is the other way round: only if 
someone is already offi cially suspected for some crime  inasmuch as they 
have been arrested, does their profi le get added to the database. Against this 
background, the collection of DNA samples is far less indiscriminate than 
the collection of CCTV images, and might for that reason be more propor-
tionate as well.

Not only must subjects of DNA  profi les reach a non-trivial threshold – 
arrest – to be included at all in the UK  national DNA database, further 
non-trivial conditions need to be met if those profi les are to be retained for 
more than three years. There are three kinds of relevant suspects: (a) con-
victed; (b) unconvicted but charged with a relatively serious or ‘qualifying’ 
offence under the Protection of Freedoms Act; and (c) those charged with 
or arrested for a relatively minor offence. There is no retention in type (c) 
cases except by permission of the UK Biometrics Commissioner. Type (b) 
cases involve the retention of profi les for three years with the possibility 
of applying to the Biometrics Commissioner for a two-year extension. 
Type (a) cases call for indefi nite retention of profi les. There is more lenient 
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treatment for offenders under 18 with a single conviction, and guidelines 
for early deletion of profi les in a range of special cases (UK Government 
2016: 30–1, table 6a).

The large size of the UK  DNA  base notwithstanding, the current restric-
tions on inclusion and retention of profi les seem suffi cient to rebut the 
charge that it is an instrument for making a whole population suspect. 
Indeed, the restrictions rebut the charge that the DNA regime is dispropor-
tionately unforgiving of the population of arrested people or the popula-
tion of previously charged people.

Whole Population DNA  Profi ling 

I have argued that collecting DNA  profi les of arrestees falls well short of mak-
ing a whole population suspect. Would collecting DNA profi les not involve 
injustice, however, if arrestees, and therefore profi les, were overwhelmingly 
from a section of the population who was despised, or subject to some kind 
of prejudice ? Here the answer is ‘Yes’. In the UK , as it happens, profi les are 
currently in proportion to the ethnic mix of the country, with, in particular, 
the majority white population being refl ected in the proportion of white 
people’s profi les in the DNA database (UK Government 2016: 11, fi g. 3b). 
It has not always been this way (Independent 2007). Indeed, it is conceivable 
that in another jurisdiction, or even in a possibly illiberal future UK, arrests 
and convictions would start conspicuously to disadvantage minority or eth-
nic populations. In jurisdictions of that kind, there would be an argument 
for reforming conditions under which someone could be arrested.

But would there not also be an argument for treating majority and 
minority populations alike by collecting DNA  profi les of everyone? This 
would counteract some effects of prejudice  in arrests, and would obviate 
the singling out of arrestees for DNA profi les. But would not that have the 
effect precisely of making a whole population suspect, if what the profi ling  
was for was to fi nd those guilty of any crime ? And what if the jurisdiction 
in question were characterised by over-criminalisation  and unduly severe 
sentences?4 Would not universal collection of DNA profi les make it easier 
for unjust governments to convict anyone of offences that should not exist 
in the fi rst place?

Let us for now leave aside special issues arising from over-criminalisa-
tion  and unduly severe sentences: is there anything wrong with collecting 
profi les of everyone in a jurisdiction in which criminalisation and sentenc-
ing do seem proportionate, and arrests are not discriminatory? For example, 
if we hold constant the current range of criminal offences, sentences and 
investigatory techniques in the UK , what would be wrong with trying to 
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match crime  scene profi les with the profi les of 65 million people rather 
than 5 million profi les? (Smith 2006; Seringhaus 2009).5 Unless one thinks 
(incorrectly, in my view) that knowledge of a DNA  profi le gives whomever 
has it dangerously direct access to the profi le-owner’s identity, allegedly the 
most private information of all, I do not see what is morally wrong with this 
idea on its face. Universal DNA profi ling  would support both law enforce-
ment and the rule of law . It would treat everyone the same. If the current 
UK rules for accessing the database were preserved, the number of offi cials 
able to get at it would be extremely small.

Would universal profi ling  make a whole population suspect? That 
depends on whether inclusion in a universal database is enough to make 
one a suspect. I have already expressed scepticism about the related idea 
that the policy of checking every airline passenger for dangerous imple-
ments makes every airline passenger a suspect: a person can be checked 
just because checking everyone is thought to be the best (fairest and most 
thorough) way of fi nding dangerous substances or devices. Such a regime 
is compatible with checks on people who are regarded by the checkers and 
everyone else as very improbable potential terrorists. Universal checks in 
the absence of universal suspicion is what we fi nd in airports.

What about being included in a universal DNA  database? In some ways 
this is much less likely to trigger suspicion than being a traveller at an air-
port: the threshold for being singled out for investigation is much higher 
than in an airport where everyone is put through a scanner individually and 
sometimes searched. Most profi les in a universal database would lie perma-
nently inert and unexamined on the database. Only a small minority would 
get attention, and only when a profi le derived from a crime  scene was run 
through the system and got a match. Until that occurs, a universal DNA 
database with a capacity for matching makes no one a suspect.

Furthermore, and just as important, the matching procedure is able to 
establish conclusively, and without the intervention of interested parties, 
including police with strong hunches, that someone’s DNA  does not match 
crime  scene DNA. In this way, it can counteract the unreasonable suspi-
cions, or the reasonable but mistaken suspicions, of investigating offi cers. A 
burglary may look to a policeman to be the characteristic work of X, whom 
the policeman has arrested many times, but if the profi le extracted from the 
DNA found at the scene fails to match X’s profi le, then the work of showing 
X is the culprit gets harder, not easier. In conjunction with the presumption 
of innocence, a failure to match is a strong basis for reasonable doubt in the 
absence of other compelling evidence.

I am claiming that universal searches of people’s bags and clothing at 
airports are more likely to be heavy-handed and clouded by prejudice  than 
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inclusion in a DNA  database capable of identifying matches. This is pre-
cisely because the threshold for becoming a suspect is a DNA match and 
not mere inclusion on a database. In the airport case, merely starting the 
process of moving to a boarding area is enough for being searched. But in 
the universal DNA collection case, according to me, there is no counterpart 
of this low threshold for attracting the individual interest of the authorities.

In American  jurisprudence my claim would be challenged, because tak-
ing a DNA sample is itself construed as a search under judicial interpretation 
of the Fourth Amendment to the US  Constitution. American  jurisprudence 
calls for a search to be reasonable, and although taking DNA  through a 
mouth swab might be reasonable in the context of a reasonable arrest (US 
Supreme Court 2013) – for the purpose of collecting uniquely identifying 
information about the arrestee – search under a policy of taking DNA from 
everyone – whether arrested or not – would not count as reasonable. DNA 
would be taken not for the legitimate purpose of investigating a particu-
lar crime , but for the allegedly questionable purpose of eliminating most 
people from enquiries into any crime for which DNA evidence existed.

Does a buccal swab for DNA  amount to an unreasonable search when 
such swabs are taken from everyone? That depends on the acceptability of 
treating DNA sample-taking as a ‘search’ in any sense of that term. A ‘search’ 
in the primary sense is systematic examination of the contents of a place. 
Presumably, taking a DNA sample is, in some metaphorical sense, a ‘search’ 
of a person or a person’s body or a person’s genome. But is it literally a 
search of this kind? It is not.6 Taking the DNA sample is not necessarily a step 
in sequencing a person’s genome, and the profi le used in matching does not 
code for genes connected to a person’s physical characteristics. At most it is a 
search in someone’s ‘junk’ DNA for standard tandem repeats.

Although distinctive for each person, making a profi le from STR does 
not seem to involve intrusion in the sense of revealing something incrimi-
nating, secret, hidden, embarrassing, deeply felt, deeply considered or 
deeply valued. Again, submitting to a buccal swab for a DNA sample is 
not to undergo a search of one’s body or person except on some false 
assumptions about the relation of a profi le to a body or a person. So the 
usual moral connotations of ‘unreasonable search’ in the ordinary sense of 
‘search’ are missing.

If all this is right, it is not clear that universal data-profi ling  does involve 
unreasonable searches on a large scale. It is also not obvious (at least to 
me) that there would be much wrong with permanent retention of DNA 
profi les, if that practice extended to everyone rather than arrested people 
and convicts only. It is true that it is diffi cult now to remove the associa-
tions with suspects and convicts of retained DNA profi les, so that extending 

6357_Macnish and Galliott.indd   666357_Macnish and Galliott.indd   66 21/05/20   1:20 PM21/05/20   1:20 PM

Published online by Cambridge University Press



Policing with Big Data / 67

profi le collection and retention to everyone would probably be construed 
now by the public as treating a whole population as criminals. I do not 
deny that this is probable or that it counts against a universalisation of 
profi le collection and retention starting now. What I do deny, for reasons 
already given, is that is universal profi le collection and retention actually 
criminalises a population.

So there is nothing necessarily wrong, according to my account, with 
universal DNA profi le collection. This is different from saying that things 
never do or would go wrong if everyone’s profi les were collected. In devel-
oped liberal , criminal jurisdictions, profi le-matching produces a few false 
positives, and it can give erroneous results when DNA samples are contami-
nated or minute. A high false positive rate can and ought to undermine the 
use of a forensic technique. The more common it is for erroneous results 
to be produced in a jurisdiction, the more formidable the problems with 
convicting on the basis of DNA evidence. It is also true that false inferences 
can be drawn from the actual presence of someone’s DNA at a crime  scene. 
Mere presence at a scene is a ground for further investigation of the person 
whose DNA it is, but not necessarily for charges or a conviction. In addi-
tion, I have already conceded that in jurisdictions which suffer from over-
criminalisation  and disproportionately severe penalties, convictions should 
not necessarily be made easier by resort to DNA collection for every crime. 
The moral necessity of reducing the crime rate varies with the degree to 
which criminalisation and sentencing are reasonable and liberal  democratic 
protections for suspects are in force. These are risks, but unless there is a 
high probability of their being realised, they do not rule out universal DNA 
databases in jurisdictions with the usual due process protections.

Repurposing Data

DNA can be collected for one purpose and used for another. It can be col-
lected from someone arrested on suspicion of a particular crime  and yet be 
used in an investigation of that suspect’s family when a crime scene sample 
throws up a partial match. Is repurposing a risk particularly associated with 
DNA databases? Elizabeth Joh (2014) has suggested as much. She thinks 
that this risk arises particularly in big data research, because, according to 
her, big data research departs from standard methods of collecting data for 
research purposes. She claims that, standardly, researchers form hypotheses 
and selectively collect data that would confi rm or falsify them. With big 
data, it is the other way round. It starts with comprehensive collection, and 
then identifi es patterns that it interrogates for commercial, forensic or other 
purposes. For example, a sudden increase in Google  searches for cold and 
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’fl u symptoms might give early warning of a ’fl u epidemic. If search data 
were correlated with location data for those searching, it might be possible 
to map the spread of the epidemic.

As this example shows, not all repurposing of data is sinister or in the 
service of some narrow self-interest. So, why should repurposing in gen-
eral be fl agged up as a danger? Again, is it true that research outside big 
data research – standard research – takes account only of data collected 
by researchers for the confi rmation and disconfi rmation of hypotheses 
arrived at by those researchers? To take this last question fi rst, the answer 
is a clear ‘No’. Data sets are often comprehensive and made available 
as a national research resource to answer questions that did not origi-
nally generate the data sets. For example, the British Household Panel 
Survey (BHPS 2018) is a multi-purpose study stretching over nearly 
thirty years, and is both usable and used for spotting patterns in much 
the way that more quickly collected and analysed internet-derived data 
sets are.

There are many repurposings of data sets that seem to me to be unob-
jectionable, because a new purpose served is a legitimate purpose, includ-
ing a criminal justice  purpose. CCTV camera output is a case in point. It is 
collected from many different cameras, installed for different purposes. For 
example, in petrol stations, cameras collect number plate data and images 
of customers, in case drivers fi ll up and drive off without paying. But the 
same images can establish where and when a victim was last seen in a mur-
der investigation. Relatedly, data collected from mobile telephone masts 
can establish locations of mobile telephones and their users in a murder 
investigation. Surely these repurposings are entirely in order? The serious-
ness of the crime  and the urgency of identifying, arresting and prosecut-
ing culprits trumps privacy  interests related to telephone location data and 
images of people in public places.

The less serious the crime , the less might be the moral justifi cation for 
using CCTV camera footage collected for one purpose and used for another 
purpose.7 For example, burglary is a less serious crime than murder: it does 
less harm to its victims, other things being equal . But it is a very high-volume 
crime: there are many burglaries in many places doing considerable harm, 
though not usually fatal harm, to many victims. The volume of this kind of 
crime counts towards it being classifi ed as relatively serious, and towards 
the repurposing of CCTV camera data or other data, for the solution of 
burglaries.

Although Joh approvingly quotes David Lazer and Viktor Mayer-Schon-
berger as saying that the DNA samples from which profi les are derived invite 
repurposing (Joh 2014: 53–4), in the UK  at least they are mostly destroyed 
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very soon after a profi le is derived. Since repurposing requires the preserva-
tion of these samples, the ‘invite’ claim seems tendentious, at least in rela-
tion to Great Britain.

Conclusion

Big data in policing  does not always constitute a risk to a policed popula-
tion. The use of DNA databases seems to me to be both relatively non-
intrusive and reliable in the identifi cation of suspects for elimination from 
enquiries. Other big data applications are more questionable the more they 
have pretensions to predict and profi le accurately. Overall, big data is not 
making whole populations suspect in democracies. Nor do certain kinds of 
big data reach right into the essence of an individual identity. The real risks 
are closer to the surface: high false positive rates for some methods of bio-
metric identifi cation, and questionable assumptions associated with certain 
algorithms  that aspire to the prediction of crime .

Notes

 1. See Doleac, Anker and Landerso (2017). The criteria used to judge a DNA database 
as ‘effective’ are themselves fairly crude. See Walsh, Curran and Buckleton (2010).

 2. The next nine paragraphs are adapted from Sorell (2018a, b).
 3. I disagree with the view that is attributed to Baroness Hale of Richmond in the 

judgement in S and Marper v UK : ‘Baroness Hale of Richmond disagreed with 
the majority considering that the retention of both fi ngerprint and DNA data 
constituted an interference by the State in a person’s right to respect  for his pri-
vate life and thus required justifi cation under the Convention. In her opinion, 
this was an aspect of what had been called informational privacy  and there 
could be little, if anything, more private to the individual than the knowledge 
of his genetic make-up’ (Council of Europe 2008: 5).

 4. As Douglas Husak has argued is the case in the US (Husak 2008).
 5. In the UK  Lord Justice Sedley was a proponent of a universal database in 2007, 

when certain racial groups were over-represented in the profi les. As he under-
stood it, visitors as well as UK residents or nationals would have profi les on the 
database (Independent 2007).

 6. For further criticisms of anachronistic understandings of informational technol-
ogy in Fourth Amendment jurisprudence, see Kerr (2004) and Solove (2002).

 7. For a criterion of serious crime,  see Sorell (2016).
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FIVE

Dark Advertising and the Democratic Process

Joe Saunders

Political advertising  is changing. Dominic Cummings , Campaign Director 
for Vote Leave sums this up well in an article on how Brexit  was ‘won’:

We were urged by everyone to hire a big advertising  agency and do tradi-
tional posters. ‘When can we discuss our posters?’ I was asked constantly by 
people who would then try to explain to me their creative ideas (‘we need 
another Labour Isn’t Working, Dominic, I’ve got an idea for a picture of the 
globe and arrows . . .’) . . . Instead of spending a fortune on an expensive 
agency (with 15% going to them out of ‘controlled expenditure’) and putting 
up posters to be ‘part of the national conversation’ weeks or months before 
the vote, we decided to . . . put almost all our money into digital (~98%) . . . 
(Cummings 2017)

Facebook  also advertised its own ‘success story’ with the election  of the 
Conservative Party in the UK  in 2015. The advert claims:1

In a tightly contested election , the UK  political party combined powerful 
creative [advertising ] with Facebook ’s targeting tools to achieve what the 
pollsters and media had universally predicted to be impossible: a win by 
outright majority.

• 80.6% reach in key constituencies on Facebook 
• 3.5 million video views
• 86.9% of all ads served had social context

This advertisement also contains the following quote from Craig Elder, 
Digital Director of the Conservative Party:
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The level of targeting we had available to us on Facebook  – coupled with the 
research and data we produced internally – meant that we can say for the 
fi rst time in a UK  election  that digital made a demonstrable difference to 
the fi nal election result.

Political advertising  is changing. In this chapter, I consider some of the 
implications of this for the democratic process.2

We are now aware that Cambridge Analytica , for instance, harvested 
data from Facebook  and used it to create targeted online political advertise-
ments  in both the Brexit  vote and the 2016 US  Presidential Election.3 This 
raises numerous ethical concerns, including issues of consent, privacy  and 
respect  for citizens’ data and information. These are seriously important 
issues, but I will not explicitly address them here. In this chapter, I focus on 
online political advertisements .

I start my inquiry with the hunch that online political advertisements  
can undermine important parts of the democratic process. In what follows, 
I explore that hunch, looking to unpack what – if anything – is wrong with 
online political advertising .

I begin with recent reports of online political advertising . From this, two 
related concerns emerge. The fi rst is that online political advertisements  
sometimes occur in the dark, and the second is that they can involve send-
ing different messages to different groups. I consider these issues in turn. 
This involves an extended discussion of the importance of publicity and dis-
cussion in a democracy, and a comparison between dog whistles  and dark 
advertisements . Through this, I look to outline some of the ways in which 
online political advertisements  can undermine the democratic process.

What, if Anything, is Wrong with Online Political Advertising ?

The ways in which advertising  can be ethically problematic are relatively 
well understood. Advertising  can involve deception, manipulation and 
puffery; it can also have negative consequences, such as contributing to the 
over-sexualisation of women. But advertising is not all bad. There are ethi-
cal problems with advertising, but it can play a useful role. For instance, 
it can help to raise awareness of matters in the public interest. At its most 
basic, advertising is a persuasive form of communication, and one that can 
inform and persuade people for the better.4

The same goes for both online and political advertising . Both can serve 
useful roles – raising awareness and informing and persuading people well. 
As with advertising in general, these forms can also be ethically problem-
atic. Indeed, the ethical worries are presumably greater in political – rather 

6357_Macnish and Galliott.indd   746357_Macnish and Galliott.indd   74 21/05/20   1:20 PM21/05/20   1:20 PM

Published online by Cambridge University Press



Dark Advertising and the Democratic Process / 75

than commercial – advertising, as the stakes are higher when we are electing 
a political party to govern us, rather than when we are buying a new phone 
charger online.

In this chapter, I want to consider whether online political advertising  
poses a new threat to the democratic process, over and above the traditional 
worries one might have with advertising, online advertising or political 
advertising in general. And for this, it helps to turn to recent reports about 
online political advertising.

Julia Carrie Wong, in an article titled ‘“It Might Work too Well”: the Dark 
Art of Political Advertising  Online’, writes:

Any candidate using Facebook  can put a campaign message promising one 
thing in front of one group of voters while simultaneously running an ad 
with a completely opposite message in front of a different group of voters. 
The ads themselves are not posted anywhere for the general public to see (this 
is what’s known as ‘dark advertising’ ) . . . That undermines the very idea of a 
‘marketplace of ideas’, says Ann Ravel. [Ravel said that:] . . . ‘The way to have 
a robust democracy is for people to hear all these ideas and make decisions 
and discuss . . . With micro-targeting , that is not happening.’ (Wong 2018)

So, what, if anything, is wrong with online political advertising ? Wong 
points towards two things:

1. online political advertising  can occur in the dark; and
2. this creates the possibility of sending different messages to different 

groups.

In what follows, I unpack each of these worries in turn. In doing so, I look 
to articulate what exactly is worrying with online political advertising .

Dark Advertising

Dark advertising , as the name suggests, involves advertising in the dark, 
without suffi cient light or illumination. These are advertisements  that are 
not publicly aired, but sent to people privately, for them to view on their 
own. In this section, I consider the threat that dark political advertising 
might pose to the democratic process. To get this into focus, I begin by shar-
ing three pieces of evidence from: (1) Dominic Cummings ; (2) Ann Ravel; 
and (3) the LSE Media Policy Brief.

Let us start by returning to Dominic Cummings’  own account of how 
he helped ‘win’ Brexit . Cummings did not put up posters ‘to be part of the 
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national conversation weeks or months before the vote’, instead he put ‘almost 
all our money into digital (~98%)’. Regarding this strategy, he remarks that:

The world of advertising  agencies and PR companies were sure we had 
screwed up because they did not see what we were doing . . . It is actually 
hard even for very competent and determined people to track digital com-
munication accurately, and it is important that the political media is not set 
up to do this. There was not a single report anywhere (and very little curios-
ity) on how the offi cial Leave campaign spent 98% of its marketing budget. 
There was a lot of coverage of a few tactical posters. (Cummings 2017)

He also notes that ‘it is actually hard even for very competent and deter-
mined people to track digital communication accurately, and it is impor-
tant that the political media is not set up to do this’.

Earlier, in the article by Julia Wong, Ann Ravel claimed that such a strat-
egy undermines the marketplace of ideas:

The way to have a robust democracy is for people to hear all these ideas and 
make decisions and discuss . . . With micro-targeting , that is not happening. 
(Ravel, in Wong 2018)

Echoing John Stuart Mill , Ravel claims that democracy requires a market-
place of ideas, people hearing political policies and proposals and discuss-
ing them together. I will return to unpack this shortly, but fi rst I want to 
share one fi nal piece of evidence.

The LSE Media Policy Project has released a report titled, ‘The New 
Political Campaigning’. They make two points, the fi rst being that targeted 
content can make elections  less fair as potential voters are only exposed to 
limited information:

Message targeting encourages contact and engagement only with those who 
are deemed worthy of political campaigning, for example those in marginal 
seats or judged to be undecided voters . . . Groups less likely to vote risk 
being further disenfranchised if they do not see campaign messages, and 
there is also a risk of a compounding effect . . . If democratic societies fl our-
ish through the free fl ow of information which in turn allows citizens to 
consider issues on balance, then any move to restrict information fl ow might 
exacerbate polarization . (Tambini et al. 2017: 19)

The second fi nding from the report is that targeted messaging can increase 
the focus on divisive issues:
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The ability to micro-target political messages increases the likelihood 
that parties and candidates campaign on wedge issues, which are highly 
divisive in a public forum but also have the ability to mobilize voters 
such as matters on immigration and welfare. Research from the U.S. has 
shown that candidates are more likely to campaign on these wedge issues 
when the forum is not public . . . Because these messages are being played 
out largely in secret they cannot be challenged or fact checked. (Goodman 
et al. 2017: 19)

Pulling together these three sources of evidence, I can begin to answer my 
initial question of what, if anything, is wrong with dark advertising ? The 
evidence considered here suggests fi ve things. Dark advertisements :

(1) are not part of the national conversation;
(2) are diffi cult for the political media to track;
(3) undermine the marketplace of ideas;
(4) cannot be challenged or fact-checked;
(5) cause long-term issues, such as disenfranchisement and polarisa-

tion.

These all seem like important ways in which dark advertisements  can under-
mine the democratic process. It is worth thinking whether a single general 
issue can be abstracted here, or whether that urge might be counter-productive; 
it might be that there are fi ve distinct issues here, and any attempt to bring 
them together could distort this. Philosophers often tend towards abstrac-
tion, but we should not always scratch that itch.

So what can philosophy add? First, it is worth briefl y saying something 
about point (5), the long-term issues involved with dark advertising . Here 
I want to note the second half of the phrase ‘democratic process’; democ-
racy is not an event, but a process. It occurs over time. In thinking about a 
healthy democracy, we should not exclusively focus on a single election  (or 
referendum), but also longer-term trends. There is a difference between a 
group of people not voting in a particular election, and a group of people 
being disenfranchised over time.

Moving on, is there anything more general we can abstract from the 
above fi ve claims? I think one general theme does seem to emerge. All fi ve 
issues recall Ann Ravel’s claim that, ‘[t]he way to have a robust democracy 
is for people to hear all these ideas and make decisions and discuss’. This 
seems right. The trouble with dark advertising  is relatively simple: it hap-
pens in the dark, and thus involves less public discussion of political adver-
tisements , policies and campaigns.
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Here, I want to offer two general claims:

(1) the healthier the discussion of political policies, advertisements  
and campaigns, the healthier the democracy;

(2) the more dark advertisements  there are, the less healthy the dis-
cussion, and so the less healthy the democracy.

The fi rst of these puts forward a basic claim about democracy and discus-
sion, and the second makes explicit how dark advertisements  pose a threat 
to this.

Before we move on, I think it is helpful to say more about the exact for-
mulation of these claims. In an initial attempt to formulate the fi rst claim, 
I hypothesised that:

1.* The more discussion of political policies, advertisements  and campaigns, 
the healthier the democracy.

While this seems vaguely correct, I have been persuaded that the phrase 
‘more discussion’ does not quite capture the issue at hand.5 For one, there 
are some general concerns about how helpful public discussions are. In a 
recent article, Raymond Guess criticises Habermas  on this score:

Discussions, even discussions that take place under reasonably favorable 
conditions, are not necessarily enlightening, clarifying or conducive to fos-
tering consensus. In fact, they just as often foster polemics, and generate 
further bitterness, rancor and division. (Guess 2019)

On a related note, it does not seem that it is just the sheer quantity of 
discussion that makes a democracy healthy. And this seems relevant to dark 
advertisements . Dark advertisements , for instance, could foster more discus-
sion of a certain kind: micro-targeted citizens might comment on the same 
dark advertisement, confi rming each other’s prejudices on some topic, in an 
echo-chamber like fashion. (This could also be driven – or encouraged – by 
covert affi liates of the political party in question.) Here we have a relatively 
clear case of more discussion, but not a healthier democracy. For this reason, 
instead of claiming that the more discussion, the healthier the democracy, 
I now claim that the healthier the discussion, the healthier the democracy.

This raises a further question about what makes discussion healthy. 
When it comes to dark advertisements , we already have a relatively clear idea 
of what leads to unhealthy discussion, namely, that dark advertisements :
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(1) are not part of the national conversation;
(2) are diffi cult for the political media to track;
(3) undermine the marketplace of ideas;
(4) cannot be challenged or fact-checked.

The fl ip-side of this suggests that healthy discussion would involve political 
advertisements  being part of the national conversation, easy for the politi-
cal media to track, part of the marketplace of ideas, and open to challenge 
and fact-checking.

The second issue of formulation that arose concerns the strength of these 
claims. In formulating the fi rst claim, I was tempted to try for something 
stronger.6 For instance, it is tempting to propose a very tight link between 
democracy and public discussion, and claim something like the following:

1.** Democracy requires public discussion of political policies, advertise-
ments  and campaigns.

One could even go further and make the connection explicitly stronger:

1.*** Public discussion of political policies, advertisements  and campaigns, 
is essential for democracy.

While these claims might have more rhetorical force, I have to come to 
think that they are not quite true.7

To illustrate this, imagine a more digital, but also more equal  world: 
Democracy 2.0. In this world are several political parties. They all have equal  
funding, and are proposing different, but informed, thoughtful and ethical 
policies. They also refrain from manipulation and deceit. So far, so good! 
The fanciful wrinkle is that in this world, all political campaigning is done 
online, and there is no public discussion of political policies (either online 
or off ). Citizens go online, and privately receive information from each of 
the political parties there. Through this, the citizens are well-informed and 
vote in line with their information, interests and values.

What is the point of this thought-experiment? The basic idea is that 
we can imagine a democracy without public discussion of political poli-
cies (either online or off ).8 To get this basic idea to stick, though, I need 
to respond to some likely objections and offer some tweaks to the initial 
thought-experiment.

First of all, one might think that the above scenario is too passive.9 Proper 
engagement with politics, so the thought goes, requires interaction; one 
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cannot passively take in political information. But we can tweak the example 
to account for at least part of this. Teaching someone ethics typically involves 
interaction, but you can also teach ethics online. You can do so without 
public – or even group – discussions. Returning to Democracy 2.0, the politi-
cal parties in question could put their platforms online, but then correspond 
with individual citizens one-on-one, in private. (We can further stipulate 
that this all occurs in good faith, and that it is monitored by suitable regula-
tory bodies.) Here we have what looks like an informed citizenship, actively 
engaging with proposed policies, without public discussion.

A second worry with the above thought-experiment concerns empathy.10 
Perhaps a crucial part of democracy is the ability to empathise with other 
individuals and groups, and to understand their perspectives and thoughts, 
and this requires public discussion. However, I suspect we can tweak the 
thought-experiment to accommodate this. Imagine that a signifi cant part of 
the information that you are given online does convey the perspectives and 
thoughts of others.

Now, of course, none of this might be perfect. Perhaps public discus-
sion fosters interaction and empathy in a richer way than can ever be done 
online. That might be true, but the point of the experiment is that we could 
have an informed, engaged and empathetic citizenship without public 
discussion. Perhaps we could do better on all these accounts with public 
discussion, but the point in question was whether public discussion of 
political policies is essential for democracy, and I suspect that the thought-
experiment shows that it is not, strictly speaking, necessary.

A third worry is that Democracy 2.0 is too individualistic or atomistic. 
The thought is that a fl ourishing democracy involves shared understand-
ing, which realises the idea of the collective autonomy  of citizens.11 Another 
related thought is that democracy requires horizontal engagement between 
citizens, rather than just vertical engagement between citizens and political 
parties.12 This all seems to point towards a plausible ideal, which again might 
show that Democracy 2.0 is not an ideal democracy. This seems fair, but just 
because Democracy 2.0 is not an ideal democracy does not mean that it is 
not a democracy at all. In Democracy 2.0, we have an informed, engaged and 
empathetic citizenship voting in line with their information, interests and val-
ues, and this suggests that we can have democracy without public discussion.13

That being said, it is important to note that just because public discus-
sion is not essential to democracy does not mean that is not extremely 
important to democracy; it also does not mean that public discussion is not 
extremely important to democracy now.

We do not live in Democracy 2.0. In our world, political parties do not 
have equal  funding, they do not all pose informed, thoughtful and ethical 
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policies, and they do not all refrain from manipulation and deceit. And we 
fall short too: citizens are not always engaged, informed or empathetic. In 
this world, our world, public discussion of political policies, advertisements  
and campaigns help to safeguard against these shortcomings.

In his work on democracy and public deliberation, Cristiano (2008: 
190) notes that public deliberation embodies a number of fundamental 
values. These include:

the process of public deliberation is a public realization of equality  to the 
extent that the process is reasonably egalitarian. Citizens’ abilities to receive 
hearings for their views are not undermined by a skewed distribution of 
wealth or power. (Cristiano 2008: 190)

We live in a world marked by gross inequalities of wealth and power; and 
public discussion (and deliberation) can help safeguard against this.

How exactly can it do this? Of course, this is a big question. However, 
there is something that we can say here. Earlier, I claimed that healthy dis-
cussion would involve political advertisements  being part of the national 
conversation, easy for the political media to track, part of the marketplace 
of ideas, and open to challenge and fact-checking. The above discussion 
also suggested that an ideal democracy would involve an active citizenship, 
engaging with policies together, and these virtues can also help improve the 
democratic process in a non-ideal world.

Martin Moore writes that:

Campaigning in secrecy is enormously destructive of the basic principle of 
democracy. If you are not engaging people openly, you cannot be challenged, 
and you cannot be held to account. It’s not possible to hold politicians to their 
promises. The more this is done, the more democracy loses its legitimacy. It’s 
already looking pretty unhealthy. Large numbers of people are questioning 
whether it’s sustainable, and this just takes us further down that road. Democracy 
cannot function in darkness. (Moore in Cadwalladr (2017))

What then is the relationship between democracy and darkness?
Publicity might not be strictly necessary for democracy, but it is important. 

And here I want to return to endorse my previous two claims:

(1) the healthier the discussion of political policies, advertisements  
and campaigns, the healthier the democracy;

(2) the more dark advertisements  there are, the less healthy the dis-
cussion is, and so the less healthy the democracy.
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To summarise, dark advertisements  pose a threat to democracy because 
they circumvent public discussion of political policies, advertisements  and 
campaigns. One reason why this can be especially problematic is that dark 
advertisements  can allow for the same political party to send different mes-
sages to different groups and individuals. This brings us to the next section 
and dog-whistle politics .

Different Messages to Different Groups

Actual dog whistles  sound at a high frequency that can be heard by dogs, 
but not humans. Dog-whistle politics attempt something similar. At their 
most basic, they are an act of communication that contains two distinct 
messages: one that typically comes from taking the communication at face 
value, and another that does not. This can be used to say different things 
to two different groups of voters through one act of communication. An 
example is the use of ‘inner city’ in political discourse in the United States . 
As Saul notes:

In the United States , ‘inner city’ has come to function as a dog-whistle for 
black. Thus, politicians who would be rebuked if they called for harsher 
measures against black criminals can safely call for cracking down on inner 
city crime . (Saul 2018: 367)

There is a lot of interesting work on dog whistles , and the subtle dif-
ferences between different ways in which they operate, but here I consider 
the simple fact that they provide a way of politically campaigning through 
sending different messages to different groups.14 In this, I fi nd a helpful 
analogue to dark advertising .

In a way, dog-whistle politics  merely resurrects a practice common in the days 
of ‘whistle-stop campaigns’ and segmented news markets, when candidates 
could say different things to different audiences in complete confi dence that 
no one would ever notice the discrepancies. Clever marketing techniques do 
for today’s politicians what moving trains and localised newspapers did for 
those of a previous generation. (Goodin and Saward 2005: 471)

This suggests a curious history to political campaigning, with the following 
three stages:

(1) whistle-stop campaigns, segmented news markets, moving trains 
and localised newspapers;
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(2) national TV, national newspapers, posters and clever marketing 
techniques;

(3) online dark advertisements. 

In the fi rst period, political campaigners could offer different messages to 
different groups, relatively in the dark. In the second period, political cam-
paigners used clever marketing techniques (dog whistles ) to offer differ-
ent messages to different groups, also often in the dark. And now, online 
advertising  allows political campaigners to offer different messages to dif-
ferent groups, again in the dark.

Seen in this light, online political advertisements  do not pose a radically 
new threat to the democratic process. Offering different messages to differ-
ent groups and advertising  in the dark is not a new practice. Nevertheless, 
something new might be happening now, even if it is just a matter of degree 
(rather than a new kind of problem). The scale seems worse now, given the 
availability of information and scale of impact. As Wong notes:

What did that money buy? . . . In the fi rst instance, everything that any Face-
book  advertiser can get:15 access to one of the most powerful databases of 
personal information that has ever existed, with insights into individuals’ 
intimate relationships, political beliefs, consumer habits and internet brows-
ing. (Wong 2018)

This level of information seems to amplify the ways in which advertising  
can go wrong. At the beginning of the chapter, I noted that, amongst other 
ethical problems, advertising can involve deception and manipulation. 
Unfortunately, this will be made easier the more information is available 
about voters, and the easier it is to micro-target voters.

The good news is that the analogue with dog whistles  provides us with 
an excellent resource, in that we can draw upon recent work on dog whistles  
to help to illuminate what is wrong with sending mixed messages to differ-
ent groups.

In what follows, I do just this, beginning with Goodin and Saward and 
moving on to Saul.

Goodin and Saward (2005: 472) distinguish between the mandate to 
rule and a policy mandate:

The mandate to rule is ‘the right to govern, to occupy offi ces of the state and 
[so on]’

The policy mandate is ‘a right to implement a specifi c set of policies 
explicitly stipulated during the election  and explicitly endorsed by the elec-
torate at that election’.
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Goodin and Saward (2005: 473) argue that dog-whistle politics  do not 
undermine the right to rule, but that, ‘insofar as the winner’s victory was 
tainted by dog-whistle politics, the second sort of mandate proves more 
elusive’.

They offer the following example:

A conservative party dog-whistles an encouraging message to racists that its 
own traditional supporters would instantly repudiate. It wins the ensuing 
election . Half its voters voted for it purely because of its (coded) support 
for racist policies, half voted for it purely because of its traditionally decent 
policies on race. Clearly, the party won a majority; clearly, it has a mandate 
to rule. But under those circumstances, it equally clearly could not claim a 
policy mandate to pursue either of the two contradictory policies that won it 
its votes (Goodin and Saward 2005: 475)

They note that:

In order to secure a mandate to implement any policy in particular, can-
didates must fi rst tell people what specifi c policy or policies they propose 
to implement if elected. Only then can they claim to have some special 
mandate to implement that policy in particular (as opposed to ‘rule’ more 
generally) . . .

Politicians engaging in dog-whistle politics  are doing almost the opposite 
of that. They are not telling everyone what specifi c policies they propose 
to implement if elected. Instead, they tell one group of voters one thing, 
while allowing (and indeed, encouraging) another group to believe another. 
If they win the election  on the basis of such mixed messages, what does their 
victory add up to in substantive policy terms? Nothing, we suggest. (Goodin 
and Saward 2005: 473)

This seems right to me. And the same concerns apply, mutatis mutandis, 
to online political advertisements . If a political party uses dark advertise-
ments  to propose different (incompatible) policies to different groups, that 
thereby undermines their policy mandate.

Saul (2018: 379) claims that Goodin and Saward ‘do not go quite far 
enough’ here. She argues that:

If they are right about the policy mandate, then the mandate to rule may also 
often be undermined. This will happen, for example, in the case of single-
issue voters, of which there are likely to be many. If a voting decision is based 
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on abortion policy, and different messages are sent about this to different 
groups of voters, then surely the mandate to rule is also – in any meaningful 
sense – undermined. (Saul 2018: 379)

Neither Goodin and Saward nor Saul are claiming that every case of sending 
different messages to different groups undermines democratic mandates. 
What they show is how sending different messages to different groups can 
undermine democratic mandates. They focus on how this can – and does – 
occur through dog whistles , but given that dark advertisements  allow for 
the same phenomenon, we should also be wary of the threat that they can 
pose to the democratic process.

Online political advertising  does not pose any radically new threat here, 
but it is still a new tool. And as with any tool or source of information, part 
of its ethical status will depend on who has access to it, the power to use it, 
how they use it, and what ends they use it for.

This seems especially important for the issue at hand, for two reasons. 
First, we are talking about democracy, which does not just concern the ends 
or outcomes of elections , but also the democratic process itself. And send-
ing different messages to different groups can undermine this, both in terms 
of the mandate to rule and specifi c policy mandates.

Secondly, this new tool is very powerful. As Wong notes, we are now 
dealing with a situation where Facebook  advertisers have access to:

. . . one of the most powerful databases of personal information that has 
ever existed, with insights into individuals’ intimate relationships, political 
beliefs, consumer habits and internet browsing. (Wong 2018)

This is more information than we have ever had access to before, and it 
is up for sale. If we want to seriously safeguard against inequalities in 
wealth translating into inequalities in political power, we should tread 
carefully here.

We are seeing some progress on this front. After the recent public 
outcry about Cambridge Analytica , Facebook  has promised to make 
political advertisements  more transparent in the future.16 This is an 
important development, and it could help to curb the threat of dark 
advertisements .

However, we still need to remain on guard. One serious underlying 
threat to the democratic process originates from vast inequalities in wealth, 
and the ways in which this can translate into vast inequalities in politi-
cal power. We have seen this in the past (think of Rupert Murdoch, for 
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instance, who has had more political power than you, me, and probably 
everyone we know). We see it now, in how vast sums of money have been 
able to infl uence elections  through dark advertisements , and I suspect we 
will see it again in the future. What are we to do in response? That question 
is too big to answer in this chapter. But one thing we can say here is that 
public discussion of political policies, advertisements  and campaigns can 
help safeguard against this.

Conclusion

I began this chapter with a hunch that online political advertising  could 
undermine important parts of the democratic process. Through looking at 
the available evidence, and the literature on dog whistles , I am now able 
propose two things that are wrong with online political advertising. First, 
public discussion is an important part of a healthy democracy; and dark 
advertisements  circumvent this. Secondly, mixed messages can undermine 
democratic mandates; and dark advertisements  make this easier.

Notes

 1. This advertisement can still be found online, available at: https://www.face-
book.com/business/success/conservative-party#u_0_p, last accessed 24 Sep-
tember 2019.

 2. I would like to thank the audience at the IDEA Centre for a very helpful discus-
sion of this topic, and Cezara Nicoara, Natasha McKeever, Kevin Macnish and 
Martin Sticker for reading drafts of the chapter.

 3. For an overview of these issues, see Greenfi eld (2018).
 4. For a helpful overview of the ethics of advertising , see Dow (2013).
 5. I am grateful to Cezara Nicoara for helping me with this point, and talking me 

through how more discussion online can be unhelpful.
 6. I suspect that it is not just an idiosyncratic intuition that drove this. Indeed, as 

we will see over the course of this chapter, other people have characterised the 
relationship between democracy and discussion in strong terms. Martin Moore, 
for instance, writes that ‘Campaigning in secrecy is enormously destructive of 
the basic principle of democracy . . . Democracy cannot function in darkness’ 
(Moore in Cadwalladr (2017)).

 7. I want to thank Thomas Hancocks for pushing me on this point.
 8. Machin (2012: 107) briefl y considers two other ways in which democracy and 

publicity are importantly connected, namely, that (1) ‘citizens are entitled 
to some account of why their legislature passed law f rather than law g’, and 
(2) ‘the requirements of publicity are better satisfi ed where citizens elect and 
remove their legislators than when citizens do not have this power’.
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 9. I am grateful to Nathan Wood and Sean Sinclair for prompting me to think 
about this.

10. Thanks to Natasha McKeever for suggesting this.
11. Thanks to Megan Kime and Andrew Stanners for this suggestion.
12. Thanks to Lea Salje for this suggestion.
13. Of course, there are other additional issues with Democracy 2.0 that I have not 

discussed here. One set of issues concerns how these political parties and their 
policies are formed in the fi rst place. This, it might be thought requires public 
discussion. As with the other worries about Democracy 2.0, that seems vaguely 
right, but still does not entirely count against the thought that Democracy 2.0 is 
some form of democracy.

14. For a full account of how dog whistles  function, see Saul (2018).
15. It should be noted that it is Facebook  that has these insights, not the advertisers 

themselves. Thanks to Kevin Macnish for spotting this.
16. See Hern (2018).
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Twitter  and Electoral Bias

Wulf Loh, Anne Suphan and Christopher Zirnig

Introduction

The recent general elections  in Germany  were anticipated with some anxi-
ety. Fake accounts and social bots , fi lter bubbles  and echo chambers , for-
eign propaganda  machineries and campaign micro-targeting  called the 
neutrality, inclusiveness and permeability of the digital public spheres  into 
question. In this chapter, we argue that these qualities of public spheres are 
important to enable and support three functional dimensions of democ-
racies: the aggregation, control  and social integration dimension. Without 
neutral, inclusive and open public spheres, the aggregation of individual 
interests or beliefs about the common good are likely to be distorted, the 
control of political institutions  loses effectiveness, and the solidaristic com-
mitments of the citizens may deteriorate.

While most of the worries in the run-up to the elections  were exagger-
ated, fragmentations between online and offl ine public spheres  remain. In 
distinguishing between fi rst-, second- and third-order digital divides, we are 
able to analyse these fragmentations and show their prevalence in the gen-
eral election . We interpret electoral biases  in social media  as manifestations 
of inequalities on information access and online political participation.

By comparing Twitter  information streams and trends with media cov-
erage in traditional media (especially the online presence of nationwide 
newspapers and TV/radio), we demonstrate three perspectives of electoral 
bias  infl uenced by Twitter: the relevance of (1) Twitter as an arena for 
political debates; (2) manipulation by automated social media  accounts 
on Twitter; and (3) differences on the topic agenda between Twitter and 
traditional media.
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We conclude that, fi rst, one-to-many communication forms are still the 
main arenas for agenda-setting, information allocation, editing and gate-
keeping; secondly, that automated accounts are not yet a dominant issue in 
German  election  campaigns; and fi nally, the data suggest that social media  
debates are not representative of public opinion.

Participation in Democracy

Democratic theories do not typically value democratic institutions for their 
own sake, but assign them an instrumental function for achieving other val-
ues, such as human rights  (Christiano 2011), individual self-determination 
and autonomy  (Christiano 2011), fundamental equal  status (Rawls 2001: 
18–21), or even an epistemic value for political decision-making (Habermas  
1989). In order to fulfi l these functions, democracies have to be able to (a) 
aggregate individual interests and/or individual political beliefs, (b) provide 
for effective control  of political power, and (c) accomplish at least a basic 
form of social integration.

Democracies do not only need to elect government offi cials from amid 
their own constituencies, but also come to terms with which policies these 
offi cials should pursue. This is what the aggregation dimension captures. 
Depending on the normative democratic theory, what it is that is to be 
aggregated may differ. We distinguish between liberal , republican  and 
deliberative notions of democracy  (Habermas  1989).1 While liberal  demo-
cratic theories focus on the aggregation of individual interests, which are 
to be balanced against each other according to majority rule and minority 
provisions (Rawls 1993), republican  ideals of democracy assume that what 
should be aggregated are individual beliefs about the common good (Pettit  
1999). Deliberative democratic  theories do not postulate an aggregation, 
but focus on exchanging arguments in public debates with regard to topics, 
policies and ends.

Democracies must also hold elected offi cials accountable , the aforemen-
tioned control  dimension. The media is commonly called upon to spark, 
foster and guide public debate. Civil society is also charged with the respon-
sibility of controlling political power (Cohen  and Arato 1994). This may 
occur in the form of associations, movements and demonstrations up to 
and including civil disobedience, or in the form of artistic endeavours, such 
as political performance. The more active and vibrant a civil society, the 
more it serves as a counterweight to political power.

Finally, democracies must ensure a minimum civic solidarity . Only if 
democratic institutions are seen by most of their constituents as an ‘expres-
sion of common goals, shared projects or a common fate’ (Jaeggi 2001: 
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291), will these institutions be stable ‘for the right reasons’ (Rawls 1993: 
lecture IV). This is crucial in order to provide the goods and services deter-
mined desirable by the aggregation dimension. Adherence to law, active 
involvement and participation, and the willingness to make compromises 
are preconditions for effectively functioning democracies (Habermas  1997: 
ch. 2). This third dimension of social integration is usually achieved by 
civic education.

Hence, there are at least three reasons as to why active participation is 
necessary for any democratic order. First, participation is crucial for obtaining 
the most complete picture possible with respect  to the aggregation of inter-
ests and/or convictions about the common good. Even if the sole purpose of 
democratic government were to aggregate the individual interests of its sub-
jects, the more citizens engage, the more accurate will be the results.

Secondly, with respect  to the control  dimension, democracies also rely on 
the active participation of their citizens. As democratic control is exercised 
through media, public contestation and civil society institutions, citizens 
should become involved in these structures. Participation cannot just be an 
ad hoc reaction to grave injustices. It involves ongoing efforts, which yield 
some opportunity costs and can even be a high-risk endeavour.

Thirdly, active participation is important to shape civic solidarity  among 
citizens. This pertains to the social integration dimension. Even though soli-
darity within a society may have sources other than ‘democratic-legitimatory’ 
ones (Loh and Skupien 2016), democratic institutions are capable of generat-
ing civic solidarity (Habermas  1989). To do so, democracies must teach civic 
virtues as well as the value of democracy.

Participation therefore plays a crucial role in realising the three dimen-
sions of democracy. To give citizen participation a space distinct from (and 
sometimes in opposition to) the state, democracies must ensure public 
spheres  are platforms for discussion. Historically these arenas were confi ned 
to the relatively closed space of literary salons and coffee houses, but with 
the advent of the free press they widened to include newspapers, radio and 
television. However, there was never one single public sphere  in which the 
whole constituency would be present. Rather, ‘the’ public sphere  has always 
been fragmented. The Internet gave hope for unifying these fragmentations 
through an inclusive and egalitarian digital public sphere  (Gil de Zuniga 
2015). However, half of the globe still lacks Internet access (ITU 2015), 
and even within the OECD, certain demographic groups are predominantly 
excluded from participating online in some states. Furthermore, social 
media  can be manipulated through fake accounts and social bots ; newsfeed 
algorithms  encourage ‘echo chambers ’ (Bozdag 2013); fake news  sites and 
foreign propaganda  spread disinformation  and cause confusion (Papenfuss 
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2017); and the Cambridge Analytica  scandal underscores the importance of 
campaign micro-targeting  (Cadwalladr and Graham-Harrison 2018).

Instead of reducing fragmentation , the Internet and especially social 
media  platforms merely replaced old fragmentations of public spheres  with 
new ones. In the next section, we look at these fragmentations that have 
been subsumed under the term ‘digital divide ’, in order to single out specifi c 
biases  attributed to Twitter .

The Twenty-fi rst-Century Divide

The ‘digital divide ’ initially distinguished between users and non-users of 
ICT (Attewell 2001). However, within this divide can be seen two layers 
identifi ed by Dewan and Riggins (2005): the fi rst layer refers to the digital 
divide based on material access, which requires hardware and connection 
to the Internet. The second layer refers to the cognitive skills required to use 
the technology (hardware, software and connection), such as operational 
Internet skills, formal Internet skills, information Internet skills and strate-
gic Internet skills. Both material and cognitive access are crucial factors for 
inclusion on the Internet. Thus, we refer to these two layers as the fi rst-order 
digital divide.

The fi rst-order digital divide  is becoming less relevant in Western coun-
tries (Hargittai 2010). For those who have grown up with the Internet, ICT 
usage is hardly a question of material access or skills. Recent studies focus 
on differences in usage behaviour as forms of a second-order digital divide 
by adding various further layers: Hargittai and Walejko (2008) describe a 
gap of willingness between users who want to use the Internet and non-
users who do not want to use it. Van Dijk and Hacker (2003) see a further 
level of the digital divide between those who do and those who do not 
participate in the use of the Internet. In general, the second-order digital 
divide is based on the assumption that there are multiple and multifaceted 
patterns of usage behaviour (Livingstone and Helsper 2007).

Recent literature has introduced further dimensions as a third-order digi-
tal divide . Ragnedda (2017) refers to the offl ine life changes that can be 
derived from using the Internet. Klinkisch and Suphan (2017) argue that 
the digital divide is related to experiences of (mis-)recognition which are 
crucial to identity formation and social participation. Using the Internet 
increases economic, cultural and social benefi ts. By the same token, being 
excluded from the Internet means being excluded from society in several 
ways. However, to analyse political participation we focus on a framework 
based on the differentiation between fi rst-order access and second-order 
usage digital divide only.
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While online participation can have important social consequences, 
studies also show that inequalities in using the Internet are traced back to 
users’ socio-economics, cultural, political and personal capital. Many studies 
document the impact of socio-demographic variables on both dimensions 
of the digital divide : individuals’ access to the Internet and usage behaviour 
(for example, van Deursen and van Dijk 2011; Zillien and Hargittai 2009). 
Therefore, the digital divide should be seen as a social rather than a techno-
logical issue (Ragnedda 2017).

The twenty-fi rst-century digital divide  is also helpful in analysing social 
media  usage. Based on the fi rst-order digital divide we can ask who is 
included in specifi c social media applications. While 81 per cent of Ger-
mans  use the Internet (Initiative D21 2018), only half (51 per cent) use any 
type of social media (Eurostat 2017). To describe the socio-demographic 
variables of social media users, we differentiate between applications. For 
example, on Snapchat  and Instagram  women are slightly over-represented 
(Koch and Frees 2017), while Twitter  is more popular with men. In Germany,  
social media usage is inversely correlated with the age of users. In the US , 
although it is mainly young Americans who are active on Facebook , older 
adults are joining in increasing numbers: 62 per cent of Internet users aged 
65 and above use Facebook, which is the most popular social media net-
work. In contrast, Twitter is more popular among the highly educated with 
higher incomes (Greenwood, Perrin and Duggan 2016). YouTube  is the 
most popular social media application in Germany: 69 per cent of Internet 
users used YouTube in 2017 (We Are Social 2017). But the majority of users 
use YouTube exclusively for entertainment purposes. Relatively few users 
create and share content. In contrast, on Facebook half of German  users do 
participate actively (Faktenkontor, IMWF and Toluna 2017). The remaining 
users passively ‘listen to the buzz’. On Twitter only one-third of users par-
ticipate actively (Statista DMO 2016).

The Digital Divide and Online Political Participation

Research has not so far focused on inequalities in political participation as a 
social phenomenon of the social media  digital divide . However, it is useful 
to analyse electoral bias  in social media from the perspective of access and 
usage inequalities. Thus, our fi rst purpose is to redevelop the social media 
digital divide framework in the context of online political participation.

We can describe the fi rst-order digital divide  as an access gap to political 
information. Depending on the degree of formal inclusion in social media , 
we can differentiate between ‘information-rich’ and ‘information-poor’ 
(Ragnedda 2017). While the former gains access to political information 
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sooner, which again comes with advantages in shaping public opinion and 
decision-making processes, the information-poor acquire this crucial infor-
mation and knowledge at a slower rate. This information gap is again closely 
related to socio-economic status, as material and cognitive access increase 
with higher socio-economic status (Ragnedda and Muschert 2016).

However, information access does not automatically result in politi-
cal participation. The degree of online political participation is more ade-
quately described by the second-order digital divide . From that perspective, 
various levels of active social media  behaviour can be defi ned. Lutz, Hoff-
mann and Meckel (2014) identifi ed three perspectives on participatory 
practices: (1) optimists see online political participation as an enhancement 
of democratic processes and political engagement; (2) pessimists see time 
spent online on social media applications as time unavailable for political 
engagement; and (3) realists represent the normalisation hypothesis, seeing 
little effect from social media applications on online political participation.

Several studies document the relevance of demographics and socio-
economic status for differences in both online and offl ine political partici-
pation (Best and Krueger 2005). For example, men show higher rates of 
online political participation than women. The positive effects of political 
interest on online participation are mediated through educational level and 
income, which in turn have a positive effect on online political participa-
tion that is infl uenced by online experiences and skills. For young citizens 
and marginalised groups, less institutionalised forms of online political 
participation offer accessible opportunities to participate (Lutz, Hoffmann 
and Meckel 2014). Differences in participation will lead to a democratic 
gap, as being excluded from the digital realm goes hand-in-hand with exclu-
sion from democratic processes (Norris 2001).

We follow with analysing the role of Twitter  and the digital divide  in 
the German  general election  campaign 2017. The following cases include 
three perspectives on electoral bias  infl uenced by Twitter, including the rel-
evance of: (1) Twitter as an arena for political debates; (2) manipulation 
by automated social media  accounts on Twitter; and (3) differences on the 
topic agenda between Twitter and traditional media. We selected Twitter as 
one specifi c social media application as the platform enables two means of 
political participation (Kim and Park 2012). First, it allows direct communi-
cations between politicians and citizens; and, secondly, tweets and retweets 
are alternative means of political communication and mobilisation. Thus, 
it is not surprising that both parties and members of the German  parlia-
ment are more active on Twitter. The Twittersphere was used especially by 
non-major parties for general election campaigning in 2017: overall, the 
right-wing party Alternative für Deutschland (AfD) has the largest number 
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of followers and fans across all social media channels (n = 385,695). More 
than 15,000 tweets were posted from the offi cial account @AfD, which is 
followed by 110,000 Twitter users. In contrast, major parties like the SPD 
(n = 184,413) or the CDU (n = 173,609) have less than half of this (Plura-
graph 2018).

Twitter  and the German  General Election Campaign 2017

In this section, we look at the signifi cance of Twitter  as an arena for politi-
cal debates. It is often stressed that social media  can change political 
debates (Kim and Park 2012). However, the data of Twitter activities dur-
ing the general election  campaign in 2017 show that the Twittersphere in 
Germany  was not the place for agenda-setting. Although traditional news-
papers have declined in their relevance as an information provider among 
people of all ages and struggle to keep up with online information, TV still 
remains the most widely used channel for news consumption in Germany 
(Hölig and Hasebrink 2017). Looking at the topics discussed on Twitter in 
the forecast of the 2017 general election  in Germany shows that virtually all 
major topics were triggered by events that took place outside social media.

Topics related to the elections  that were followed by a peak in election-
 related tweets were the ‘TV-Duell’, a debate on television between the two 
most important candidates Martin Schulz and Angela Merkel (Infratest 
dimap 2017); the publication of the electoral rankings of the parties’ candi-
dates within their respective party (the so-called ‘Landeslisten’); a T V debate 
between Christian Lindner (FDP) and Alice Weidel (AfD); and the start of 
the online election tool Wahl-o-Mat, which makes voting suggestions based 
on a questionnaire (Ross 2017). None of those peaks reached the inten-
sity of the TV-Duell. They show, however, how the social media  debate is 
infl uenced, if not led, by outside events, thereby becoming primarily a reac-
tion to more traditional media. This is in line with the results from Kratzke 
(2017), which show that only 5 per cent of the tweets using the hashtag 
#btw2017 were status messages containing political content or statements, 
while the majority were retweets, replies and quotes. The most retweeted 
post during the TV debate was the link to an article in the German  news-
paper Welt, which listed contradictions between statements the candidates 
had made in the past and what they had stated during the television debate 
(Ross 2017).

This being said, Grimme et al. (2017) show specifi c strategies that use 
the advent of an event like the TV-Duell to actively infl uence the political 
agenda. Right-wing activists tried to undermine the hashtag #kanzlerduell 
with their own hashtag #verräterduell (Schmehl 2017). This is a strategy 
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called ‘misdirecting’ (Abokhodair, Yoo and McDonald 2015), as it tries 
to fl ood a certain hashtag with unrelated content and reinterpret it in this 
way. Usually botnets are used to execute this strategy. In this case, there is 
no certain proof of the use of botnets. All that Grimme et al. (2017) can 
show is that a large amount of young Twitter  accounts were responsible 
and that after an hour the attempt to undermine the hashtag #kanzlerduell 
stopped, as it remained largely unsuccessful. However the example shows 
how important bots can potentially become in the shaping of debates, the 
trending of topics and forming Twitter as a public sphere . The next sec-
tion will therefore take a closer look at automated accounts, so-called social 
or political bots and evaluate their importance for the German  political 
online debate.

The (Ir-)relevance of Twitter  Bots

According to Abokhodair, Yoo and McDonald (2015), social bots  are auto-
mated social media  accounts which try to mimic human behaviour. Neudert 
(2017) claims that these technologies could play a major role in elections . 
She stresses that ‘the implications of the outcomes of the elections in 
September 2017 far exceed the German  and even European  sphere, making 
Germany  a vulnerable target for the manipulation of public opinion’ (ibid.: 
4–5). In her study, Neudert monitored two German  elections that took place 
shortly prior to the general election : the federal presidency election in Feb-
ruary 2017 and the Saarland state parliament election in 2017. While her 
results show that the use of social bots was ‘marginal’, she claims that ‘mis-
information  and junk news content play a substantial role on German  social 
media, accounting for roughly 20 percent of all political news and informa-
tion on Twitter ’ (ibid.: 23). If this is true, misleading information rather than 
social bots seems to be the more urgent problem of online political debates. 
Furthermore, her results show that conspiracy stories ‘originate from indi-
viduals who see themselves as activists and minor, semi-professional media 
organisations, a handful of major professional media corporations or 
Russian media outlets’ (ibid.: 18). Brachten et al. (2017) have found similar 
results for the 2017 state election in North Rhine Westfalia, where out of 
33,481 accounts ‘only 61 were classifi ed as social bots’ (ibid.: 8). Brachten 
(2017) claims that during the general election there were some automated 
accounts tweeting about the different parties. However, those accounts were 
not necessarily social bots that tried to distort public debates, but rather an 
effi cient way of organising professional social media accounts. It is worth 
mentioning that in the forecast of the German  general election and in the 
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light of the US  presidential election there had been a broad debate among 
German  politicians about the use of social bots in campaigning. It had been 
mostly agreed not to use this technology, as it was considered a danger to the 
democratic process (Reinsch 2016).

The above analyses show that social bots  do not yet play a signifi cant 
role in German  elections . Misinformation and the spread of fake news  via 
social media  seem to be a greater problem for online political debates in 
Germany . As seen above, both retrieval and processing of information are 
linked to socio-economic status. It can be argued that through the spread 
of misinformation  on social media this social divide is extended. Next we 
look at how online debates are infl uenced by a digital divide  that exists 
on Twitter .

In the Middle of an Information Elite

The political debate on social media  is different from other forms of political 
debate, mainly because the social composition of the participating subjects 
differs. This is especially true for Twitter  users in Germany . ‘The German  
Twittersphere is populated with politicians, journalists and highly educated 
users’ (Neudert 2017: 17). This becomes obvious when one takes a look at 
the topics discussed on Twitter in comparison with topics elsewhere.

Koethe (2018) demonstrates a bias  between topics discussed in the 
online versions of traditional media and social media . For example, on 
20 June 2017 the three most discussed topics in online traditional media 
were the economy, taxes and the European  Union, whereas on social media 
the three most important topics that day were taxes, the economy and ter-
rorism . This was one day after Social Democrat candidate Martin Schulz 
published the tax plan of his party. It is clear that a different public on 
social media has a different agenda from that on traditional media. These 
results are in line with another example by Koethe (2018), which shows a 
Twitter  comment by Christian Democrat Peter Tauber. On 3 July 2017, he 
shared an article from the German  newspaper Welt adding the comment: 
‘“full employment” is much better than “justice ”’. After one of his followers 
asked whether this meant he should take on three jobs rather than receiv-
ing welfare, Tauber answered that if one had a proper education one would 
not need three jobs. This was followed by a storm of outrage, but solely on 
Twitter. Koethe’s results show that hardly any other media referred to the 
debate. These examples suggest that the Twittersphere is sensible to social 
injustice but remains largely closed from impacting media coverage and 
the broader public debate. Agenda-setting on social media and especially 
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on Twitter therefore differs from traditional media, and debates on social 
media remain largely within the confi nes of a relatively closed public space.

This shows that social media  debates are hardly representative of pub-
lic opinion. Because the results seem to point to the fact that as the social 
background differs so does the agenda. It is important to consider that with 
the different social background of Twitter  users different topics will come 
into public focus. Concepts like Big Data make the promise that political 
debates can be observed in real-time. Some authors even go as far as to 
try to predict election  outcomes with data retrieved from social media (for 
example, Kalampokis et al. 2017). While social media can be a valuable 
source for policymakers, it should always be interpreted considering social 
inequality, digital divide  and exclusion.

Discussion and Conclusion

Even though the German  general election  of 2017 was not riddled with out-
side manipulation, signifi cant electoral biases  between offl ine and online 
public spheres  remain. These biases  amount to fragmentation  and polarisa-
tion , which can be attributed to different dimensions of a digital divide .

In our case study, it became obvious that (1) one-to-many communi-
cation forms are still the main arena for agenda-setting, information allo-
cation, editing and gate-keeping. At the same time, social media  plays an 
important role in the distribution of information and should therefore be 
analysed as a distinct public sphere . As we were unable to fi nd a signifi -
cant distorting impact on political debates, we conclude that (2) automated 
accounts are not yet a dominant issue in German  election  campaigns. How-
ever, misinformation  and fake news  seem to be increasing through the 
easy access to and fast spread of social media. Finally, the data suggest that 
(3) social media debates are not representative of public opinion. With the 
different social background of Twitter  users, different topics will come into 
public focus. As a result, a prediction or even approximation of the election 
outcome via Twitter is – especially in Germany  – impossible.

As the different dimensions of the digital divide  remain prevalent with 
respect  to Twitter  and other social media , the fragmented public sphere  
remains manifest. The support function of public spheres  for the three func-
tional dimensions of democracy is hence impaired. First, the aggregation of 
interests or convictions about the public good becomes more diffi cult, as 
voting behaviour is highly infl uenced by the public spheres in which a voter 
takes part. As we have shown, the topics on Twitter often diverge wildly 
from other public spheres. When fragmentation  reaches a certain threshold, 
it tends to turn into polarisation , where people vote for their camp rather 
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than for their interests or convictions about the public good (Frank 2004). 
At the same time, public deliberation is limited, since polarisation often 
leads to immunisation against the arguments of the other camp. At this 
point, communicative action is likely to lapse into strategic action (Haber-
mas  1984). This manifests itself in our examples of the strategic use of auto-
mated social media accounts or the attempt at misdirecting hashtags.

Secondly, public control  is weakened, since misuse of authority is more 
likely to be disregarded as a result of this immunisation process. When pub-
lic debates are highly fragmented, minor power abuses will not reach the 
threshold of public attention, as it remains within the confi nes of specifi c 
public arenas. In our examples, we can see that topics on Twitter  often have 
little or no repercussion in other public spheres . In addition, it is more 
likely that political scandals will be attributed to a media war.

While our fi ndings support a cautious optimism with respect  to the 
active manipulation and distortion strategies currently employed within 
social media , we notice that these digital arenas are still separated from 
other public spheres  by a digital divide . Although the reasons for this divide 
have changed over the last decade, from technological and literacy gaps to 
more intricate forms of misrecognition, the divide is still palpable and may 
thereby result in the abovementioned negative effects for democratic aggre-
gation, control  and integration. For this reason, we have to closely monitor 
recent as well as up and coming developments in order to safeguard demo-
cratic participation.

Note

 1. Many other distinctions are possible, such as with regard to the system of rep-
resentation (representative, direct or radical democracy), or with regard to 
the type of political competition (competitive, consociational or consensus 
democracy). Since here we are interested in the role of citizen participation for 
democracy, Habermas ’ distinction fi ts well as it covers the different ways that 
participation may come into play with regard to will formation and political 
decision-making.
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SEVEN

Gated Communities of the Digitised Mind

Thorsten Brønholt

Introduction

Web services and sites increasingly fi lter and adapt their content to the indi-
vidual user. Prior to this project, the research on echo chambers  and fi lter 
bubbles  failed to answer an elusively simple question: are the worlds viewed 
online by people of different political convictions and/or affi liations notably 
different from one another, and, if yes, what are the implications for delib-
erative democracy ?

In this chapter, I summarise the research, and the results of the Gated Com-
munities of the Digitised Mind project, exploring further the state of contem-
porary digital societies in the light of current developments in social media  
and politics. First, the discussion about echo chambers  and fi lter bubbles  is 
situated in the broader fi elds of political science and media studies. Secondly, 
these central concepts and their origins are detailed, and the extant literature 
on them reviewed. Thirdly, the study carried out to build more knowledge 
about echo chambers, fi lter bubbles and their effects on societies is sum-
marised. Then, as a tool to interpret the results and what they imply about 
current societies, the concept of gated communities of the digitised mind is 
proposed. This leads into an exploration of the implications of the results for 
would-be deliberative democracies. Finally, possible answers to what could 
be done to counter these effects are considered, as are the effects on societies.

Structures of the Online Realm

At the beginning of this millennium, the Internet was starting to penetrate 
the life-worlds of more and more individuals, particularly in Western 
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societies. As a result, scholars of different creeds and breeds were starting 
to ponder what this new medium, this new digital ‘Cyberspace’ (Barlow 
1996), meant for individuals and societies. An early entry that would come 
to shape this debate was the 2001 book by Cass R. Sunstein , Republic.com.1 
Sunstein  (2007) was perhaps the fi rst academic to voice concerns about the 
implications of online ‘echo chambers ’ for the digitised individuals and 
societies in which he is situated, and sees in the future. As Sunstein  pres-
ents it, users embedded in an ideal-typical echo chamber  will see and inter-
act only with content that originates from and/or targets users inhabiting 
the same metaphysical social space as themselves. Echo chambers are per-
haps best exemplifi ed to the contemporary audience by Facebook  groups 
devoted to a particular cause or opinion. Imagine that I were to join a Face-
book group titled ‘Trump  is unfi t to be president’, and write on the ‘wall’ of 
the group that ‘Donald Trump  has little or none of the skills required to run 
a country!’. The responses I would get to this statement, in such a group, 
would most likely echo my own stated considerations and opinions. If I 
go further and join many Facebook groups expressing similar sentiments, 
subscribe to news outlets who hold the same belief, and befriend and inter-
act online solely with people who also agree with these opinions, then my 
Facebook ‘News Feed’ will start containing content from these sources only, 
and Facebook will have become to me an echo chamber  for these messages 
and opinions (Bakshy, Messing and Adamic 2015). Sunstein  argues, with 
reference to Habermas , that common beliefs and experiences are the basis 
of meaningful deliberation. Thus, if citizens of a liberal  democracy increas-
ingly occupy echo chambers online – especially ones that are grouped at 
least partly around difference from the respective other ones, then they are 
likely to lose the ability to meaningfully deliberate, since their social and 
informational life-worlds will be increasingly dissimilar.

Where echo chambers imply at least a degree of choice on the part of 
the user, a ‘fi lter bubble’ is a personal, invisible virtual space that users are 
embedded into. Proposed by Eli Pariser (2011) in his Ted talk and book of 
the same name, fi lter bubbles refers to an effect of what is popularly called 
Web 2.0 – the personalised internet. On almost all web pages we visit today, 
the page is personalised according to what the server for the page is set to 
‘see’ as fi tting for us. Some pages do this more than others, but, essentially, 
everything we see online is fi ltered to our individually assigned preferences: 
we see the web from within our own personal bubble – our fi lter bubble  – 
tailored by computer programs, employing machine learning  and statistical 
correlation to come ever closer to creating what is, according to the assigned 
metrics, the optimal experience for the user. This, Pariser argues, ultimately 
changes the way we encounter and process ‘ideas and information’ (Pariser 
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2011: 10). Each user is encapsulated in his or her own bubble, and thus has 
a unique outlook on the Internet. Users can access most of the same things, 
but they will see them through their personal prism. Pariser’s warning is 
akin to Sunstein ’s, but where Sunstein  cautions against potential dangers as 
a consequence of unrefl ected choice, Pariser emphasises the psycho-social 
effects of the automated, unchosen fi ltering of content. If queries on Google  
and other search engines emphasise results confi rming rather than chal-
lenging existing beliefs, and if the opinions and comments one encounters 
from other users are mainly akin to the those the user would write him- or 
herself, then one may come to see held beliefs as objective truths. This cau-
tion is similar to the above, as it relates to a possible entrenching of beliefs, 
but it is more focused on the lack of consent, and the all-encompassing 
quality of the fi lter bubble , as a condition for using the contemporary web.

Truth and Theory

Most of the research into online echo chambers  and fi lter bubbles  is quan-
titative and based on large n data and/or surveys (Bakshy, Messing and 
Adamic 2015; Boutyline and Willer 2016; Flaxman, Goel and Rao 2016). 
While this is not problematic in itself, it suggests that there is a defi cit of 
qualitative data. Quantitative studies into this have answered many ques-
tions about prevalence, and about the empirical, statistical reality of the 
quantifi ed effects. When researching theoretical phenomena, though, an 
exploration into their qualitative nature can add salience to the interpre-
tations of the quantitative results: if we know more about what a phe-
nomenon is, we can say more about how (much) it affects those people 
infl uenced by it, as told by the numbers.

In an innovative application of statistical correlation on Facebook  data 
Bessi (2016) was able to quantify and track developments in the psycho-
logical profi les of users. Bessi found evidence that psychologically simi-
lar users tend to seek and interact in similar groups and, perhaps more 
importantly, that users are socialised by the groups they are in, adapting 
(more) psychological traits of fellow group members. Also, several studies 
have confi rmed that Facebook and Twitter  (and, by extension, YouTube , 
Weibo and other social media  platforms) are indeed prone to creating 
echo chambers  and exacerbating the fi lter bubble  effect (exacerbating the 
heterogeneity of content based on preferences assigned to the individual 
user) (Williams et al. 2015; Boutyline and Willer 2016; Flaxman, Goel and 
Rao 2016). Adding more salience to the anthropological and psycholog-
ical studies brought in by Sunstein  and Pariser to validate their claims, 
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other researchers have confi rmed that users are indeed prone to seek con-
fi rmation of their own beliefs (Garrett 2009; Farrell 2015). Furthermore, 
research has shown that users were largely unaware of terms, conditions 
and the therein mentioned fi ltering of content taking place on news feeds 
and search engines across the web (2.0) (Eslami et al. 2015: 157).

On the other hand, this subject matter is hardly static. The Facebook  in-
house researchers Bakshy, Messing and Adamic (2015), have claimed that 
the nature of one’s fi lter bubble  and whether Facebook became an echo 
chamber  was based on user choices rather than the (nefarious) aims of the 
company. They suggested that, all other things being equal , the algorithms  
used by Facebook were in fact designed to counteract such fi ltering and 
grouping, weighing politically adverse content slightly higher than content 
corresponding to the political standpoint of the majority of a user’s Face-
book friends. This is argued to boost minority views among the potential 
sources of items for the news feed.2 According to Bakshy et al. (2015), Face-
book’s fi ltering is mainly based on the users’ own choices in terms of friends 
and interests, and actively works to ‘pop’ rather than strengthen echo cham-
bers  and fi lter bubbles . With the changes to the news feed algorithm  in 
2018, this narrative is further reinforced (Hardiman and Brown 2018; 
Mosseri 2018). Following up on this, recent research has suggested that on 
social media , a majority of users actually see much content from sources 
categorised to differ from their ideological standpoint – and much more 
so than they do in other (older) media sources (Flaxman, Goel and Rao 
2016; Roliggård 2017; Chakrabarti 2018). Furthermore, there is evidence 
that social media creates increased interaction and engagement with, and 
about, political content (Williams et al. 2015; Chakrabarti 2018). Finally, 
due to the increased media attention, users and politicians are increasingly 
aware of these issues, even if not all users will be affected by initiatives like 
the General Data Protection Regulation (GDPR)  (EU 2018; Hern 2018).

Seeing is Believing

The aim of my project was to assess, qualitatively, the empirically observ-
able differences in the fi lter bubbles  and echo chambers  of users with dif-
fering political affi liations in Denmark. I found three to four respondents 
from the four Danish  parties that were deemed furthest apart ideologically,3 
and conducted semi-structured interviews with them, before gathering 
and analysing screenshots of their Facebook  news page, Twitter  feed and a 
Google  search conducted on their personal device. The study was inspired 
and supported by the general precepts and considerations for carrying out 
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qualitative case studies by Robert K. Yin (2015), but the methods used were 
designed for the purpose (Brønholt 2017).4 These methods involved a test 
of the ideological group coherence of the respondents, employing Com-
puter Assisted Qualitative Digital Analysis (CAQDAS).

The data gathered from the two social media  platforms, Facebook  and 
Twitter , was quite similar in form, if not always in content. I sorted and ano-
nymised the screenshots, and looked at the feeds individually and grouped, 
assessing whether the group cohesion mentioned above translated into 
similar content and rhetoric on Facebook and Twitter – and whether there 
were clear dissimilarities between the different groups/parties. Clear pat-
terns emerged, though with some exceptions. Twitter feeds in particular 
were very much either/or, but on the whole, the Facebook news feed and 
Twitter home page showed all but ideal-typical echo chambers . The content 
featured was either partisan, supported the partisan ideology, and/or had 
narratives or comments supporting the agenda of the party. In part, the type 
of content and the narratives and assumptions inherent in the items appear-
ing in each individual’s news feed was so consistent with the party ideol-
ogy that even when completely anonymised, the political adherence of the 
originator of each feed was easily identifi able, as was the grouping accord-
ing to party affi liation. The fi lter bubble  effect, as described by Pariser, was 
substantiated, and the echo chamber  condition warned of by Sunstein  was 
confi rmed. Testing the salience of the fi lter bubble  theory, I measured the 
differences in individual Google  searches. I did this by devising a list of 
ten potentially contentious Google search terms, and searched for them 
on each respondent’s device. To make sense of the resulting screenshots, I 
employed CAQDAS. For the Google search, the picture was less clear than 
for the Facebook and Twitter results. Some fi ltering was clearly taking place, 
but there was no evidence to suggest similar results for those of similar 
political leanings. This could have been due to the design of the study,5 but 
there was no evidence to support echo chambers being created or perpetu-
ated by the Google Search engine. Filtering was taking place, and assuming 
different search queries and interests on the part of the users, Google Search 
does build their part of the fi lter bubble . But according to these fi ndings, the 
individual fi ltering observed in this case was negligible. Evidence was found 
to support the fi lter bubble  theory, but it was weak.

On completing the study of echo chambers  and fi lter bubbles  in Danish  
politics, the picture I was left with was more complex than anticipated. 
While echo chambers could be identifi ed for respondents from the same 
party, there were still some differences and apparent overlaps with those 
from other parties. This suggested that while the echo chamber  hypoth-
esis certainly was confi rmed, there was, as they say, more to the story: the 
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echo chambers had fuzzy edges and, in some cases, there was sudden over-
lap with various issues other than those of the party news or ideology. For 
instance, two respondents had the same posts about an (apolitical) Face-
book  group devoted to historic buildings in Copenhagen. This also sug-
gested that though the fi lter bubble  theory stood confi rmed, each user’s 
content was not equally different from all the others’. Those of the same 
party appeared to be shown much of the same content as each other, but 
also shared some commonalities with those of people who shared some, 
but not all, political agendas and opinions with them. It was evident that 
similar users had more content in common with each other than with those 
of starkly different political leanings, but there were degrees of difference, 
far more complex than what could be assigned to discrete echo chambers. 
This was particularly clear for the respondents of the two left-wing parties, 
the Unity List, and the Alternative. But there was also more common over-
lap, such as various pictures of a particularly stunning Copenhagen sunrise, 
and contacts’ similar holiday photos. Though each user had their personal 
fi lter bubble , there were varying degrees of similarity between them. These 
fi ndings merited further consideration. Clearly, both theories had been con-
fi rmed – but results were enriched with fi ndings that fi t outside the frame of 
the theories. The existing concepts lacked the explanatory power to analyse 
the empirical reality I was seeing. To fully express what I found, I needed to 
fi nd a more sophisticated concept than those that I had. A conceptual frame 
that could fathom the complex reality that I was seeking to make sense of.

Gated Communities of the Digitised Mind

To explain more fully the digital social phenomena I encountered, I have 
proposed a new analytical position, the Gated Communities of the Digi-
tised Mind. In the extreme decentralisation of context creation and distri-
bution enabled by social networks, there are as many sources as there are 
users, let alone news media. Content gets created, changed, contradicted, 
reused and shared from multiple and varying sources. On social network 
sites such as Facebook , the amount of content that could principally be 
shown to any given user is staggering. All that is shared publicly, all that is 
shared by friends, to friends could appear on one user’s news feed – not to 
mention advertisements  and other content from around the web. To decide 
what to show the user, Facebook employs various sorting algorithms , pow-
ered by machine learning  (Bakshy, Messing and Adamic 2015). The aim 
is to show ever more content of interest to the user (or, perhaps, rather, to 
keep the user on the site, engaging with content). To a degree, and as my 
research has shown, this content can be associated with the user’s political 
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profi le, but few users are as thoroughly defi ned by their political leanings as 
are politicians, and even their interests overlap.

Users have varied and differentiated tastes and interests, and their media 
consumption refl ects this. This means that most users will occupy several 
echo chambers  concurrently. These various echo chambers are of different 
sizes and strengths, have different degrees of infl uence on the user, and they 
overlap. The computational drive towards convergence will mean that the 
more data points on which two users correlate, the higher the likelihood 
that user A will be shown something user B has been recorded to halt their 
scrolling at or react to.6 Aggregated, the patterns that would emerge if data 
was collected on all content enveloping a user can be seen to coalesce into a 
larger virtual, social structure. The dividing lines between the various group-
ings that can be made correlate and create separate social spaces. This is 
what I call the Gated Communities of the Digitised Mind.

In the same way that different people can occupy different physical 
spaces in a (gated) community, the data doubles/digital personas (Palmås 
2011: 342) of the users in the gated communities of the digitised mind 
share varying degrees of similitude. A new user might be placed in the 
community by happenstance – a chance click on a Facebook  group; a 
break from scrolling on an advertisement, simply because the user was 
distracted by a cat in the offl ine world might be enough for the algo-
rithms  to start building their metaphorical walls. The next time the user 
logs in, he or she is then met with content that corresponds broadly to 
the data points registered, and if the user interacts with that, he or she 
gets walled in further. These metaphysical walls are to some degree based 
on good intentions – a wish to serve the user’s needs – but they are walls 
nonetheless. Over time, if a user enmeshed deeply in a gated community 
of the digitised mind is confronted with content from ‘outside the wall’, 
it can seem foreign, even disturbing. If the development is as described 
by Pariser and others, then the more the formulation of Google  Search 
suggestions, and the results of said search are adapted to the statistically 
determined interests of the user, the more likely that user is to get caught 
in a series of cognitive loops – loops from which it can be hard to break 
free. In this way, the algorithms act as both gatekeepers and walls in each 
gated community of the digitised mind. What is important to realise is 
that even when these communities start out disparate and heterogeneous 
the bias  towards convergence inherent in the application of statistical cor-
relation to determine interests, will homogenise the online worlds of indi-
viduals (Fieseler and Fleck 2013). The shaping of individuals is implicit 
and as the process goes on these communities become more and more 
salient from a psycho-social point of view.

6357_Macnish and Galliott.indd   1106357_Macnish and Galliott.indd   110 21/05/20   1:20 PM21/05/20   1:20 PM

Published online by Cambridge University Press



Gated Communities of the Digitised Mind / 111

Communities of the Online Realm

As the social salience of the digital gated communities rise, the prospect 
of imagined communities across offl ine borders is enhanced. Nationality 
and language are still relevant data points for the algorithmic  sorting, but 
as automated translation gets ever better, so the reason for putting weight 
on those points wanes. In my research, I saw this exemplifi ed by how one 
nationalistic politician had content from US  American  content creators, rel-
evant to his interest since he and the originators shared a fear and/or dis-
like of Muslims. Similar to how religious or nationalistic communities and 
political movements have often gone across state borders (Anderson 2006), 
the gated communities of the digitised mind are limited only by the virtual 
borders drawn for them online. In a sense, this could herald the era of the 
world citizen. If social media  and digital platforms become an organising 
principle akin to that of internally heterogeneous states of the past, then 
it seems a natural development that layers of shared identity should form 
within this frame. These world citizens, however, would be starkly divided 
into increasingly estranged, sometimes antagonistic communities.

Recent studies have shown how, through social media , many news 
sources reach a wide breadth of the population, across ideological divides. 
For this majority, wide gated communities might be forged that overlap to 
an extent that furthers rather than impedes deliberative democracy  both 
nationally and internationally – that, at least, is what Facebook  themselves 
suggest (Chakrabarti 2018). Still, the problem persists that the citizens situ-
ated in social spaces outside this area, the digitised minority communities, 
remain. Like the others, these users are met with ‘facts’ in the form of Face-
book news, YouTube  videos and Google  searches that confi rm or exacerbate 
their beliefs. And each click, each view, builds the wall ever higher, making 
the isolation greater. In this social structure users can unwittingly get caught 
in a radicalising social environment where often mistrust of mainstream 
narratives is part and parcel of the common group identifi ers (Marwick and 
Lewis 2017).

The Weaponised Digital Social Reality

Algorithms  shape our social reality, and there are actors who utilise this to 
their own ends, disrupting and affecting group formation and the attitudes 
of electorates both near and far. The structure around the digital social ani-
mal has been weaponised (Allenby 2017). In a globalised world, foreign 
state powers and independent actors can infl uence elections  and social 
movements with relative ease, as Russia  has done with the US  (Howard 
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et al. 2017), and as the now insolvent private fi rm Cambridge Analytica  
has done for various state and non-state customers (Cadwalladr 2018). 
Further, in a globalised society, fringe groups, even if relatively smaller 
in their national context, can in real numbers grow to be much big-
ger than their local counterparts could have been in a pre-digital world, 
and exercise infl uence accordingly. The most well-known current exam-
ples of this are (neo-)Nazis (now, successfully rebranded as ‘alt-right’), 
and DAESH (aka IS/ISIL/ISIS). The latter has for many years been given 
a great deal of focus in the US, the EU and elsewhere, not least due to 
the impact and nature of terrorist attacks linked to DAESH. The US has 
famously invested massively in surveillance to combat this and other per-
ceived threats (Cayford and Pieters 2018). The former, however, has long 
attracted some attention in the scholarly community (see Marwick and 
Lewis 2017), but not much in the political, though media coverage has 
increasingly linked the ‘alt-right’ movement to President Trump (Gram-
lich 2016). In 2019, due to terrorist attacks by people associated with 
this political movement, this shifted, most prominently with the prime 
minister of New Zealand, Jacinda Ardern, putting renewed focus on racist 
ideologies offl ine and online in the wake of a right-wing terrorist attack 
in her country (BBC News 201 9). In March 2018, the European  Com-
mission released guidelines requiring social media  platforms to remove 
‘terrorist  content’ within an hour of it being ‘fl agged’ by users or algo-
rithms , as their latest in a long line of steps to combat digital threats 
(European Commision 2018). Such steps, both overt and covert, have 
been taken by most states, but they do not address the problems empha-
sised here. These interventions are aimed at moderating specifi c user 
actions after the fact, or, more to the point, they are aimed at enforc-
ing a governance or structural change aimed at detecting, deleting and 
potentially punishing and reporting users who take particular actions. 
In encouraging networks to detect and respond to ‘hate speech’, they 
address the digital equivalent of catching a small group of children who 
are spreading nasty rumours, curse words and all, but never addressing 
the structural reasons why these children are invariably put in the same 
room together and presented with rhetoric that confi rms their alienation 
from the outside world (and learn curse words).

These children believe they know the truth that everyone outside the 
room seems to deny. It feels as if they are in the room by their own choice 
and volition, and they certainly feel at home there, surrounded by their 
peers. The children have reason to assume that the people around them 
are representative of society at large – or at least the part of society that, 
to their mind, belongs in their group. White supremacists can get the 
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impression that any ‘white’ stranger, really – or at least most of them – would 
support their narrative. Islamist extremists can get the impression that most 
Muslims – all ‘true’ Muslims – will agree with them. Meanwhile, left-leaning 
academics will see how thousands agree with whatever is posted by The 
Guardian, and how the comments shown to them are in support of their 
own views. This is the essence of the problem: the individualised reinforc-
ing of narratives and content one is likely to like. Even if most users are 
exposed to varied content, the social experience they will have in the current 
design is one where they are either reinforced in their views or meet with 
stark opposition, equally likely to make them feel validated in their views. 
Whatever the case, that still leaves the fringe cases, and the minority groups. 
Tens of thousands of users, clustered in social spaces where none from the 
outside are to be trusted. The walls of doubt and mistrust colonises the user, 
and when he or she logs out, he or she is still embedded in the gated com-
munity of the digitised mind.

Supply, Demand and the Happy Consumer

Assuming that we, as citizens and consumers, still want to be users of social 
media  and search engines, these challenges are hard to resolve. When we 
log in to these sites, we arguably want to be met with content that is inter-
esting and relevant to us – with other users to whom we feel comfortable 
‘talking’. If we did not feel interested and safe, we would log out – or rather, 
choose a different site that seemed more attuned to our interests. The GDPR  
and internal regulation changes have increasingly made our personal fi lter-
ing a matter of choice; of meaningful consent, and of differentiation. Users 
are invited to opt-out of the micro-targeted advertising  that has been given 
such a bad ‘rep’ through the Cambridge Analytica  scandal. While this is 
ethically sound from an individualist, rational choice perspective, it does 
not respond to the issues raised here.

There are still some citizens who have not made a profi le on Facebook , 
who do not use Google  or Apple news and web services. Such persons have 
perhaps succeeded in insulating themselves from the direct infl uence of the 
shaping algorithms . The secondary infl uence, however, is hard to avoid. 
Humans are social animals, and whatever changes come to the people and 
media with whom one interacts in daily life will inexorably bleed over into 
the shaping of even the consciously analogue individual. Some users opting-
out from various degrees of individualisation might indirectly curb the 
development, but it will not work counter to it. The same can be said for 
most suggestions that have been raised by Facebook management and oth-
ers. Still, pulling the brakes and curbing effects might be better than doing 
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nothing. Furthermore, educating and informing users and citizens can argu-
ably go a long way to insulate them from inadvertently shutting themselves 
into minority gated communities of the digitised mind. Other approaches 
could also be imagined. Mark Zuckerberg  famously stated that there are 
10,000 versions of Facebook running at any given time (Huspeni 2017). 
Assuming the personalisation algorithm , the truth is that, in principle, there 
are as many different versions as there are users, and even those individual 
versions change time and again. One could imagine, then, a randomised 
change that could happen every time one logs into the platform, subtly 
changing not only the current version, but also the assumptions of the algo-
rithms. If one logs in and sees content one is not currently inspired by, then 
one simply refreshes and gets content sorting done based on a different 
node. Given the multitude of content available, this could give a completely 
different experience altogether, and would cycle the fi lter bubbles  and com-
munities the user is ushered into and confronted with. Perhaps this too 
could help to stave off what seems inevitable.

Alternatively, it has been suggested that we decouple the company and 
the social network (McNamee 2018). It would be technically possible 
to separate the social connections – the literal social network – from the 
actual company and interface(s) of Facebook . The suggestion is that vari-
ous companies could compete on different ways of sorting and presenting 
content on the same platform. Market logic and monopoly laws could thus 
be applied in the digital realm to ensure competition (McNamee 2018). 
The idea seems similar to that fuelling the  then ground-breaking ban on 
specifi c internet browsers being native on an operating system. However, 
while this might lead to different sorting of data, it might just as well lead to 
the opposite: the grouped sorting of data being even stronger, once minor-
ity groups such as the aforementioned migrate to the same platform – or 
create their own.

It can be argued that the concept introduced here – the Gated Com-
munities of the Digitised Mind – is simply a refl ection, a digitalisation, of 
human beings as social actors. A person from a given social and political 
background shares traits with others who come from a similar social space, 
and it is to be expected that they carry these similarities with them into the 
digital sphere. In a supply/demand-based economy, market shares fall to 
those actors who can best match the individual consumers. In this view, 
this is all just the digital version of social (and market) forces we have long 
observed in other contexts. This is a perfectly reasonable critique, but I 
argue that the main difference is exactly that: it is digital – and the creation 
and continuation of these social spaces is largely happening automatically. 
It is a development steered by – governed by – algorithms . While humans 
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have been said to be shaped by the social structures in which they are envel-
oped (Foucault 1978), these social structures are now being re-shaped by 
machines.7 This matters, especially, because the digitalisation decouples the 
subjects from the physical limitations to these effects that are present in a 
pre-digital world. The development explored in this chapter is inherent to 
the social changes in the digital age and cannot (and perhaps should not) 
be stopped. But it can be mediated, possibly even controlled.

Conclusion

This chapter has discussed the key concepts of echo chambers  and fi lter 
bubbles , and reviewed the literature on them. It has outlined new research, 
leading to introducing the concept of gated communities of the digitised 
mind. Finally, it has discussed possible implications to deliberative democ-
racies and touched upon various avenues for addressing the issues raised.

Notes

 1. Re-published in an updated version, Republic.com 2.0, in 2007.
 2. Said article and its narrative has been heavily criticised, especially by Tüfekçi 

(2015).
 3. Alternativet (the Alternative), Liberal Alliance, Enhedslisten (the Red–Green 

Alliance) and Dansk Folkeparti (Danish  People’s Party).
 4. I originally intended to carry out the study in Germany . After sound advice from 

Dr Julia Schwanholz of the University of Göttingen, I realised that this was not 
feasible. I owe her a debt of gratitude for this caution and for her valuable feed-
back.

 5. See Brønholt (2017) for further details and discussion of the methodology.
 6. See per example Velickovic et al. (2018) (Facebook  Research).
 7. Machines that are under the control  of a small elite management team – a 

theme further explored in my doctoral thesis (Brønholt (forthcoming)).
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EIGHT

The Network and the Demos: Big Data and 
the Epistemic Justifi cations of Democracy

Dave Kinkead and David M. Douglas

A stable democracy requires a shared identity and political culture. Its citi-
zens need to identify as one common demos lest it fracture and balkanise 
into separate political communities. This in turn necessitates some com-
mon communication network for political messages to be transmitted, 
understood and evaluated by citizens. Hence, what demarcates one demos 
from another are the means of communication connecting the citizens 
of those demoi, allowing them to debate and persuade each other on the 
proper conduct of government and on issues of common interest.

For the ancient Athenians, their public sphere  was the agora (marketplace); 
for the Federalists in the American  colonies, the newspaper; for us today, it is 
the Internet. Until now, the physical nature of these communication networks 
has resulted in a trade-off between the reach of political messages (the numeric 
and geographic composition of the demos who receive political messages and 
may participate in the public sphere ) and the ability to target the content of a 
message on that network towards individual citizens.

One-to-one interpersonal conversation in the agora was highly targeted 
but could reach only as far as a voice could carry. The speakers and audience 
were well known to each other through personal interaction. As the printing 
press and later television allowed for greater and greater reach, the content 
of these messages became more generic as the speakers became more distant 
from their audience. The wider the audience grew, the less a message could 
be targeted at a particular audience segment without alienating others. The 
risk to reputation and credibility that came with making false claims and con-
fl icting promises to different groups increased as more people could receive 
messages and identify contradictions and errors to the rest of the audience.
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The Internet and big data analytics have changed the nature of politi-
cal communication by decoupling message reach from message targeting. 
It allows individually tailored content to be distributed on a global scale 
without fear that the content of those messages will be overheard by oth-
ers who may contest or reject it. Politicians are freed from the constraints 
imposed on what they say by the public presentation and discussion of 
arguments and claims. It frees political actors to engage in sophistry and 
demagoguery.

In this chapter, we explore what impact this decoupling has on democ-
racy. We describe how political discussion in democracies has changed 
over time, as both communication technology and the number of people 
included in the demos have changed. We show that communication tech-
nology has previously increased the reach of political messages while also 
making such messages more public and less targeted towards particular 
individuals or groups. We then show how social media  and big data com-
bine to create echo chambers  of political discourse that undermine the role 
that epistemic and cognitive diversity play in underpinning epistemic justi-
fi cations of democra cy.

Democracy and Demagoguery

Plato  is infamous for his disdain of democracy. He held that decisions 
made by an unskilled and uninformed demos will always be inferior to 
those of philosopher-monarchs. Democratic policy will be determined by 
base desire rather than by reason. A state ruled by the people will inevitably 
succumb to the siren song of a persuasive orator whose lust for power and 
manipulation of the masses can only result in tyranny . To rule well, one 
must have expertise, knowledge and wisdom. It is obvious, then, that the 
decisions of an epistocracy will be superior to the decisions of a democracy. 
Two thousand years later, Sir Francis Galton harboured similar thoughts 
about decision making. He was surprised to discover, however, that after 
calculating the results of 787 bets on the estimated weight of an ox at a 
country fair, the median result of the vox populi was within 0.8 per cent of 
the actual weight (Galton 1907).

This unexpected result highlights the intriguing epistemic value of col-
lective decision making involving disparate actors – that whenever people 
of diverse cognitive ability reason collectively in a setting that rewards truth-
tracking, the collective judgement will be, probabilistically at least, superior 
to the judgement of any one individual. The superior epistemic value of col-
lective reasoning is a theme found across a variety of disciplines, including 
economics (Hayek 1945) and science (Kitcher 1990)
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Whilst Plato  may have preferred an epistocracy, since the Enlighten-
ment scholars have been illustrating democracy’s epistemic power. Rous-
seau thought that individuals stating their opinion on a matter by voting 
would elicit the general will of the people, a general opinion that would 
be superior to one’s own (Rousseau 2012). Mill  (1977: ch. II) argued that 
free expression in public debate allows us to exchange our errors for truth, 
while Dewey saw democracy as a way to share the rich store of accumulated 
wealth of human knowledge (Simon and Levine 1991).

These epistemic justifi cations of democracy have seen a resurgence in 
contemporary political theory in a range of accounts such as public reason 
(Rawls 2005), deliberative democracy  (Habermas  1989; Goodin 2017), 
and procedural accounts (List and Goodin 2001; Estlund 2008). Despite 
their diversity in how they justify democratic legitimacy, epistemic accounts 
are united in their claim that democratic processes are better, on average at 
least, at tracking the truth on particular matters than any one individual is.

Plato ’s scepticism about democracy’s epistemic value is justifi ed, how-
ever, when one considers the cognitive capacities and skills of its individual 
constituents. For over fi fty years, political and social scientists have been 
documenting how poorly informed the voting behaviour of democratic citi-
zens is (Converse 1964). News polls regularly show how widespread the 
public’s lack of basic political knowledge and belief in untruths are. Two-
thirds of American  voters, for example, cannot correctly identify the three 
branches of government (Shenkman 2009: 4).

Yet even if citizens had the means and motivation to become adequately 
informed on all matters political, it is doubtful that they would even be 
capable of reasoning about policy rationally. Cognitive psychologists have 
documented an enormous range of biases  and fl aws in everyday human 
reasoning: the difference between how we should reason as rational beings, 
and how we actually reason. We accept things as true based not on their 
merits, but on how easy they are to believe or how good they make us feel 
(Frederick 2005). We form conclusions before we examine our premises 
(Tversky and Kahneman  1973). We make different decisions with the same 
information depending on the order in which it is presented (Hogarth and 
Einhorn 1992). We value avoiding losses far more than gaining the same 
amount (Tversky and Kahneman  1992). We seek out evidence likely to 
confi rm our prior beliefs and avoid evidence likely to refute it (Nickerson 
1998), and we believe things are true long after being shown they are false 
(Anderson, Lepper and Ross 1980).

Education and intelligence do not make us immune from reasoning irra-
tionally about politics. When presented with empiric claims about cause 
and effect, increasing numeracy increases one’s ability to reason correctly 
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about scientifi c claims, but decreases one’s ability to reason correctly about 
the same claims when presented as policy choices (Kahan et al. 2017). Our 
need to maintain congruence with our political identities trumps our desire 
to reason coherently about politics and these effects seem magnifi ed by our 
reasoning skills.

Yet democratic decision processes, whether merely aggregative like vot-
ing, or transformative like deliberation, somehow manage to overcome 
these foibles of individual cognition and values to produce a collective 
epistemic virtue that is superior to that of any one individual. In a purely 
aggregative account of democracy such as Condorcet’s Jury Theorem , vot-
ers need not interact beyond voting for majorities to deliver these superior 
epistemic outcomes. Condorcet’s Jury Theorem  is a mathematical proof 
that shows that as long as voters on average have a better than even chance 
of being correct on some issue, the likelihood of the majority vote being 
correct approaches certainty as the number of voters increases (Condorcet 
1976).1 To give the theorem some concrete context, if the average compe-
tence of the electorate is just 51 per cent (marginally better than a coin fl ip), 
then the majority vote of 101 voters has a 57 per cent chance of being cor-
rect, and that of 10,001 voters has a 99.99 per cent chance. Underpinning 
the superiority of collective over individual decision making in aggregative 
accounts like the Jury Theorem  is the nature of randomness in our imper-
fect reasoning abilities. As we have seen, human cognition has many biases  
that lead to faulty and inconsistent reasoning. Yet if these random errors 
are normally distributed across large numbers of individuals, the errors 
will cancel each other out and an accurate approximation to the truth will 
be uncovered.

Transformative accounts like deliberative democracy  take these epis-
temic claims further. Comprehensive and informed public discussion of 
political issues surfaces multiple points of view. Robust and substantive 
debate ensures that matters are decided on their merits. The public nature 
of the deliberation helps to identify fl aws in one’s own reasoning and 
position. While the requirements and epistemic claims of deliberative 
accounts  may seem overly demanding or utopian to realist perspectives, 
the epistemic power of deliberative decision making has been demon-
strated empirically in both experimental and fi eld settings (Fishkin 1997; 
Luskin and Fishkin 1999; Neblo 2007). Yet this justifi cation of democ-
racy on epistemic grounds presupposes that the participants in this pub-
lic discourse are seeking the truth, that they are voting and deliberating 
authentically, and not seeking to manipulate the outcome of the pro-
cess for their own benefi t. As history has shown, however, self-interest 
can lead to the subversion of democracy’s truth-tracking capabilities for 
private ends.
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Political manipulators corrupt democracy by employing demagogu-
ery and sophistry. They do so by exploiting the psychological disconnect 
between what people do believe and what people should believe. Dem-
agogues  seek and maintain political power by exploiting prejudice  and 
ignorance within the citizenry, and by portraying themselves as the only 
solution to society’s real or imagined problems. Sophistry, on the other 
hand, uses argumentative and persuasive techniques to convince an audi-
ence of something even if it is inconsistent with the facts or the audience’s 
own stated be liefs and commitments.

The Network and the Demos

The idea of democracy presupposes the notion of a demos – some deter-
minate group of individuals who form a people. It is this people, and not 
some other, for whom democracy is the rule of, by and for. A stable democ-
racy requires a shared identity and culture. Its people need to identify as 
one group if they are to hold suffi cient solidarity  necessary for collective 
rule. This shared identity need not be exclusive. An individual may iden-
tify with multiple overlapping peoples, but the individuals within a people 
must always identify as one.

A shared identity requires some means to share it. A demos requires some 
form of communication network for its culture, norms and political mes-
sages to be transmitted, understood and evaluated by its citizens. We defi ne 
a political network, then, as the communication network between individu-
als who share some common political identity. The senders and receivers of 
political information – both explicit political messages as well as common 
norms and cultural information – are its citizens. The set of nodes and con-
nections between them constitutes a given demos. The pattern of these con-
nections is the network’s topology which represents the political structure 
of the demos. In this light, democratic institutions can be conceptualised as 
mediated communication networks connecting private individuals (the citi-
zens) with their collective identities (their citizenship). What demarcates one 
demos from another, then, is a function of the communication networks that 
connect the citizens of those demoi.

It is our contention that democratic societies require decentralised or peer-
to-peer democratic topologies within their public spheres  in order to realise 
the democratic demands of popular sovereignty and political equality . If citi-
zens are to form a shared identity and engage in informed political discourse 
with each other, then they require a shared public forum in which to do so. 
Autocratic societies, by contrast, require only centralised topologies. They 
require only a means for the ruler to communicate with citizens and not for 
citizens to communicate with each other.
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Yet these political topologies are themselves a function of the commu-
nicative medium. In the early democracies such as Athens, communication 
was limited to face-to-face discussion or parchment. The extent of political 
communication was limited by the range of one’s voice or how far a letter 
could be carried. The scope of shared political identity was therefore limited 
to one’s neighbours and the neighbour’s neighbours.

In Athens, one could stand in the agora and shout to be heard by all (and 
so broadcast the message), or one could whisper to individuals in private 
(narrowcast the message). The scope for sophistry was greatest in private. 
When conversing with an individual, one could develop a rich understand-
ing of their values, motivations, wants and needs. One could craft a mes-
sage that was highly targeted to maximally exploit this understanding and 
exploit the other’s cognitive biases  for one’s own ends.

When speaking to all in the agora, however, the scope for sophistry was 
more limited. The increased diversity of individual values made specifi c 
appeals to emotion and authority more diffi cult, as what might persuade 
some could dissuade others. Furthermore, because the agora was a forum 
of public debate, others were able to respond. Different perspectives could 
be offered and fl aws in one’s argument could be easily identifi ed by others, 
while being called out as a sophist carried a reputational cost.

A technological trade-off that helped to keep democracy epistemically 
robust began to emerge. Because broadcasting in the agora was simplex, 
that only one thing could be said at any one time, political messages were 
most effective when they were targeted to appeal to the largest part of 
the demos.

Because the simplex nature of broadcast messages limits their ability 
to discriminate message content between audiences, there is additional 
incentive to engage in truthful public discourse if one’s intent is to per-
suade. Without denying the role of ethos and pathos in rhetoric, logos is 
central to infl uencing public opinion. Truth, reason and logic are effec-
tive ways to shape policy in democratic settings and this served to provide 
democracy with a degree of epistemic robustness from those seeking to 
manipulate the truth.

As communication technology developed, so too did the scope of politi-
cal rule and association. The invention of the printing press and rise of 
pamphlets and newspapers as modes of political communication allowed 
for political messages to reach larger geographical areas and audiences, 
increasing the possible scope of democratic association. Communication 
via print was no longer ephemeral like speech but persistent. Unlike face-
to-face discussion, these new technologies were mediated by a publisher, 
giving them a degree of communicative privilege. Political identity was 
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no longer an emergent property of a decentralised network. Print allowed 
political identity to be constructed (Somers 1994), and the shared identity 
necessary for larger demoi had arrived. Democracies began to emerge from 
revolution in France  and the American  colonies, and suffrage expanded in 
the United Kingdom .

Unlike communication by letter or parchment, pamphlets and news-
papers were available to all (who could read). It was the public character 
of print media that helped to maintain democracy’s epistemic robustness 
against sophistry by individuals seeking to subvert the truth-tracking char-
acteristics of democratic procedures for their own gain. Attacks against the 
legitimacy of the political process, the media and political opponents are all 
tools through which demagogues can undermine democratic political net-
works and turn them into more autocratic ones (Levitsky and Ziblatt 2018: 
23–4). Nonetheless, these attacks are visible to all if they are conveyed via 
broadcast messages. Political manipulation carries a reputational cost when 
publicly identifi ed, and alert citizens of the demos can respond to these 
attacks and defend the democratic nature of their political network.

The emergence of privately operated printing presses also tempered 
somewhat the communicative privilege of publishers and print’s more cen-
tralised topology. Private presses allowed a greater range of political mes-
sages to be produced and distributed, even if they were critical of the state 
(Benkler 2006: 186). Pamphlets served as public duplex communication, 
as individuals who disagreed could respond with political messages of their 
own in the same medium, much like the crowd of the agora yelling back. 
The cognitive diversity and value plurality so essential for democracy’s epis-
temic virtue was maintained.

Yet print introduced a new characteristic that was previously absent 
from political discourse – anonymity . Printed messages allowed for the 
source of the message to be disguised, either by publishing them anony-
mously or by attributing them to a pseudonym. This anonymity could 
be used to enhance the truth-tracking features of public discourse or to 
undermine it. When we lack any means to judge an author’s authority, 
we must rely instead on the content of their message. We are less likely 
to fi lter their message through some prior belief we have about them and 
their motivations.

While newspapers increased the reach of political messages, they also 
made political communication more unidirectional and simplex. While 
audience members could still respond in the same medium, it required 
fi nding a printer or newspaper willing to print their response. Duplex com-
munication became a privilege as the costs of printing and distribution 
increased. The range and distribution of newspapers also began to change 
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as industrialisation increased the economies of scale of newspaper printing 
(Benkler 2006: 187). Smaller, local newspapers found it more diffi cult to 
compete with cheaper, mass-produced newspapers with larger geographical 
audiences.

The developing asymmetry between active speakers and large, pas-
sive and geographically dispersed audiences was further intensifi ed by the 
development of radio and television in the twentieth century. Mass media 
allowed messages to be broadcast across a geographical range unmatched 
by earlier technologies. It allowed governments to address their entire 
population instantly. These broadcast messages are accessible to all with 
the technology necessary to receive them. As a result, the message’s audi-
ence is the entire population, rather than specifi c sections of it. The simplex 
communication of these mass-media networks from transmitters to passive 
receivers also makes them vulnerable to centralised control  (Benkler 2006: 
196). The operators of mass-media broadcast networks enjoy signifi cant 
communicative privileges, as they decide what messages to transmit and 
whether they are presented favourably.

Yet the communicative privileges afforded to those who control  mass-
media comes at the cost of the ability of communicating directly to a spe-
cifi c group without the rest of the audience receiving the same message. 
Mass-media messages are expensive to produce, so speakers have strong 
motivations to make their messages acceptable to a broad audience. It 
becomes less cost-effective to tailor political messages towards a specifi c 
group within the broader audience. The accessibility of broadcast political 
messages imposes its own constraints on the kind of messages that are sent. 
Tailored messages that strongly resonate with specifi c groups may inspire 
greater resistance from other groups in the audience. Political speakers who 
utilise mass-media therefore must either accept that their message will only 
resonate with a specifi c group (and that their target audience is suffi ciently 
large to overcome the political backlash from other groups), or present mes-
sages that are interpreted differently by different groups, so that the target 
group hears a message that resonates strongly with them without antago-
nising the broader audience (that is, ‘dog-whistling’) (Goodin and Saward 
2005: 471).

The development of personal computers and the Internet created new 
possibilities for computer-mediated communication (CMC) between indi-
viduals, regardless of their geographical proximity. Unlike the passive recep-
tion of messages via mass-media, CMC is interactive (Ess 2004: 77). The 
arrival of the Internet was hailed as promising an ‘electronic Agora’, where 
all individuals could again have political discussions as equals (Rheingold 
1994: 14).
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Big Data and Democracy

The dream of access to a world of diverse perspectives and informed politi-
cal discourse seems a long way from the experience of many Internet users 
today. Yet the disconnect between the Internet’s promise for democracy and 
the reality of its threat to it is not the result of one thing but the confl uence 
of two – the rise of social networks and big data analytics.

The network dynamics of contemporary online social media  are diverse, 
so it will be useful to examine how these affect the epistemic virtue of 
democracy. A social network is simply a form of computer-mediated com-
munication designed to allow individuals to easily connect and interact 
with others across the Internet, both publicly and privately. Individuals can 
choose to follow accounts operated by individuals or groups that interest 
them. This presents strengths and risks to democracy’s epistemic claims to 
truth-tracking. The freedom  to follow other users in social media echoes 
the early Internet’s promise of decentralising political networks and reduc-
ing the communicative privilege of broadcasters. Diverse perspectives are 
allowed to fl ourish and network connections based on social proximity or 
shared interest help to identify relevant new sources of information.

However, the same factors also present new risks. Users of social media  
networks also tend to associate with others who share the same interests 
and characteristics, an effect called homophily (Tufekci 2017: 9). This can 
lead to an ‘echo chamber ’ where users fi nd themselves interacting with oth-
ers who share and reinforce their existing views, while also reducing the 
visibility of other perspectives and evidence that contradicts their beliefs 
(Vaidhyanathan 2018: 92).

Interactions in social media  may be classifi ed as open or closed. Open 
interactions are public in that they are visible to other social network users. 
Examples of open interactions are Twitter  and Instagram  posts as both the 
followers of a particular account and other Twitter or Instagram users can 
access a user’s public posts from a URL. They are equivalent to broadcast 
messages on mass-media or via traditional web pages in that they are acces-
sible to all. Closed interactions are messages restricted to particular users, 
such as those following a particular account.

One risk to the epistemic virtue of democracy is that closed social net-
works appropriate the public sphere  and make it private. Once private and 
shared only among similar individuals, political discourse loses some of 
its epistemic robustness as ideas are no longer challenged by diverse per-
spectives. Errors in reasoning become more diffi cult to identify owing to 
our biases  that make objective evaluation of arguments congruent with our 
beliefs diffi cult (Taber and Lodge 2006). Another risk is that the cost of 
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sophistry is reduced in private discourse. There is less chance that manipu-
lative rhetorical techniques will be seen by those less sympathetic and who 
might be dissuaded by them.

Parallel to the rise of social networks was the rise of big data – the use of 
signifi cant computation power to analyse large data sets to identify patterns 
that can be used to guide decision making (boyd and Crawford 2012: 663). 
By tracking an individual’s behaviour across millions of separate interactions 
online, huge databases of user analytics can be generated. Online activity can 
be matched against an individual’s offl ine behaviour from commercial data-
sets, purchasing history, cellular data and voter roles to aggregate hundreds 
or thousands of individual demographic, geographic and pyscho-graphic 
data points into a behavioural profi le. Statistical techniques such as machine 
learning  are then used to fi nd correlations between user characteristics until 
a predictive  model of individual personality is developed.2 Importantly, big 
data analytics provides the holders of the data with high fi delity insight into 
the effectiveness of political communication. A/B testing of websites and 
advertising , the process of randomly assigning different versions of a web-
page or advert to users and measuring click-through rates to evaluate relative 
performance, have been embraced by political parties. Where once the effect 
of a skilled orator’s rhetoric had to be assessed by watching the reactions of 
the crowd, now web-based sophistry can be measured with statistical preci-
sion. And when sophistry becomes more effective, the truth-tracking pro-
pensity of democracy is placed at further risk.

It is the confl uence of social media  and big data analytics that now under-
mines the epistemic justifi cations of democracy. Social network operators 
use the interactions individuals have on their platform to refi ne the content 
presented to them in the future. This refi nement tracks what content users 
interact with and displays more content similar to that in the future. The 
refi nement is based on what individuals are likely to respond to, regard-
less of whether the content is accurate. The algorithms  that determine what 
social media users see in the future are thus attention-tracking, rather than 
truth-tracking as we would desire from a credible news source.

The attention-tracking nature of social media  is guided by the need to 
gain advertising  revenue. Advertisers are motivated to target groups and 
individuals most likely to respond to their messages. The attention-tracking 
nature of social media is further illustrated by the emergence of hoax news  
sites that are concerned only with the amount of social media traffi c they 
generate. While newspapers have long reported hoaxes  to increase circula-
tion (and hence advertising revenue),3 such misinformation  is broadcast so 
that sceptical audiences and other news sources can debunk it. However, 
if hoax news  stories are agreeable to users’ biases , they are likely to pass 

6357_Macnish and Galliott.indd   1286357_Macnish and Galliott.indd   128 21/05/20   1:20 PM21/05/20   1:20 PM

Published online by Cambridge University Press



The Network and the Demos / 129

unchecked within groups that share similar views thanks to confi rmation 
bias . Hoax news stories can therefore be narrowcast towards groups in the 
global audience that are likely to accept them.

This ability to tailor hoax stories to appeal to various groups without the 
stories being challenged by those outside the target audience risks under-
mining the democratic norm of mutual toleration (Levitsky and Ziblatt 
2018: 102). By exaggerating or fabricating reports of the actions and beliefs 
of political opponents, those who receive news that refl ects and builds 
upon their existing biases  are less willing to see their opponents not just as 
rivals, but as malicious caricatures. This undermining of mutual toleration 
in turn damages the common identity of the demos as individuals within 
their separate echo chambers  can no longer see each other as equals.

The capability of tailoring advertising  to the interests of users also allows 
for tailored political messages to be directed towards those mostly likely 
to respond. Tailored advertising allows narrowcast political messages to 
be sent across communication networks of any size. This builds upon the 
duplex nature of communication via social media  networks. Like a dema-
gogue receptive to the verbal and non-verbal cues of face-to-face communi-
cation, those who send political messages across social media can quickly 
evaluate the effectiveness of their messages, and refi ne them accordingly. 
As the cost of sophistry has been reduced and its effectiveness improves, 
we are witnessing what has been dubbed computationa  l propaganda  – one 
of the most powerful new tools against democracy (Woolley and Howard 
2017: 11).

These aspects of the combination of social media  and big data ana-
lytics (the tendency towards homophily among users, the emergence of 
echo chambers , and the prominence of news items based on their ability 
to provoke responses) creates the new possibility for narrowcast politi-
cal messages with a global reach. Narrowcast messages had previously 
been prohibitively diffi cult to transmit across communication networks 
with a considerable reach. The broadcast nature (and, hence, public vis-
ibility) of political messages to geographically dispersed audiences had 
served to constrain the type of claims that could be made without being 
held accountable  for them. Open interactions on social media also main-
tain a degree of public accountability as they are broadcast messages. As 
such, political messages on social media that favour open interaction 
(such as Twitter ) are perhaps less of a threat to the ability of citizens to 
understand each other, since they can see the same messages. It is the 
tailoring of messages to elicit responses from specifi c groups without the 
knowledge of the broader community that is troubling for the mutual 
toleration necessary for the demos to maintain a common identity, and 
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for citizens to maintain the ability to fruitfully discuss poli tical issues 
among themselves.

Conclusion

Democracy has surprising epistemic virtue when we consider the cognitive 
fl aws of individuals who constitute the demos. Yet when we reason collec-
tively in an environment that rewards truth-tracking, our social cognition is 
superior to that of any individual. The benefi ts of deliberation are at their 
strongest when diverse views are aired in public and we are given the oppor-
tunity to discuss issues with others. Even in the presence of sophists and 
demagogues who corrupt the truth for their own ends, the technological 
features of our communication networks, the trade-off between the reach 
of a message and the ability to discriminate its content within an audience, 
has historically provided democracy with a degree of epistemic robustness. 
Democracies have developed alongside communication technologies that 
allowed broadcast messages across large geographical areas and popula-
tions at the expense of limiting the speaker’s ability to discriminate between 
different listeners.

While the Internet promised to reduce the communicative privilege of 
mass-media broadcasters and return the public sphere  to a more decentral-
ised and equal  one, reality turned out differently. The confl uence of social 
media  and big data analytics has created new possibilities for political dis-
course which are global, multidirectional and highly targeted. Social media 
offers the perfect platform for political speakers to tailor their messages 
for separate audiences, rather than offer messages that must resonate with 
larger sections of the audience while also avoiding antagonising others. Cit-
izens of the demos who receive political messages tailored to their interests, 
informed by news that refl ects their biases , and reinforced by echo cham-
bers  fi lled with others of similar views, risk losing the mutual toleration of 
citizens with differing political views. This risks undermining the common 
identity necessary for a stable democracy to sustain itself. Only by recognis-
ing the risks these new technologies pose to how citizens are informed and 
may be infl uenced will the epistemic justifi cations for democratic soci eties 
continue  to be compelling.

Notes

 1. The Jury Theorem  makes a number of assumptions about voter competence, 
voter independence and the objective correctness of some binary choice. Since 
Condorcet fi rst published his theorem in 1785, many of these assumptions have 
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been generalised, strengthening the robustness of its claim to justify democracy 
on epistemic grounds (see Baker 1976; Owen, Grofman and Feld 1989; Berend 
and Paroush 1998; Kanazawa 1998; Fey 2003; and List and Goodin 2001).

 2. Available at: https://www.youtube.com/watch?v=n8Dd5aVXLCc, last accessed 
26 September 2019.

 3. To give just one example, in 1835, the New York Sun printed reports of life on 
Mars (Wu 2017: 17–18).
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NINE

The Technics of a Gnostic World: 
an Ontogeny of Big Data

John MacWillie

In the physical world, parallel universes are being assembled out of dig-
itally-encoded bits and bytes, part material, part immaterial, where we 
fi nd signals and data being sourced from two billion personal comput-
ers, eight billion mobile devices, twenty billion non-mobile Internet-of-
Things  devices, and eighteen billion RFID tags. These devices account for 
the generation of trillions of bytes of data originating out of quotidian 
events, transactions, states, things, relations or combinations thereof 
(hyper-things) from fi nancial, medical, administrative, transport, logis-
tic, and personal and social media  applications. But as enormous as this 
volume might be, it pales in comparison with yet more massive reservoirs 
of big data stored in hyperscale data centres (HDC), where years of such 
data is stored. While many are aware of the US  National Security  Agency ’s 
massive new data centre in Bluffdale, Utah, with its more than 1 mil-
lion ft2 of space for storing an estimated 5 Exabytes of data – a volume 
a hundred times greater than the contents of the Library of Congress – it 
has been dwarfed by China  Telecom’s Hohhot data centre in Inner Mon-
golia, which is ten times larger. It is in these HDC’s that raw material is 
processed into information products for use by marketing executives and 
national intelligence analysts seeking to forensically discern our past and 
predict our future.

The market and political drivers behind this phenomenon derive from 
the promise and value of its access to as much data about target subjects 
that can be obtained, in as close to real-time as possible, and with suffi cient 
detail to ‘accurately’ predict and affect a subject’s behaviour – either for the 
purposes of seduction or interdiction. The owners and consumers of these 
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colossal repositories have substantial resources to invest in these technolo-
gies, win a signifi cant payoff if the solutions work, and suffer a signifi cant 
cost if they do not.

Despite its market size and ubiquitous presence in our daily activities, 
we know very little about how big data works. What we do know is that big 
data is employed in many dimensions of our lives, often with disruptive 
consequences (Eubanks 2018; Ferguson 2017; Wachter-Boettcher 2017; 
O’Neil 2016; Schneier 2015). As a result, many critics argue that these 
products and the processes that underlie them are increasingly problem-
atic for democratic societies. Concerned about the lack of prior consent by 
citizens whose behaviour is the source of these data, as well as enterprises 
offering little transparency  into how these data are used, many critics con-
clude that the best remedial response is to give end-users greater control  
over the disposition of these data, as well as imposing more comprehen-
sive government regulation.

Without disputing that these responses may be applicable under many 
circumstances, they are largely proposed in reaction to problems already 
exposed by the existence of big data in the fi rst place. What about envis-
aging future challenges arising from the construction and use of big data 
based on what we already know? This chapter asserts that understanding 
the ontological modes and properties of big data will not only identify the 
trajectory of these issues but anticipate others as well. In this chapter I will:

• outline the principal ontological status of big data, as well as its 
modes and properties;

• focus on one property that is inherent to big data and has largely 
been ignored – complexity;

• expand my analysis by explaining how complexity arises from the 
instantiation of the technology stack utilised by nearly all big data 
projects; and

• conclude that among all these complexities, there should be a real 
concern about algorithms  that mysteriously drive the extraction 
of value from the use of big data.

Big Data as an Ontological Thing

Ontology is the study of things, inclusive of all the things that comprise the 
world. Things may be large – the totality of the information system of the 
US  Defense Department is a thing – and they may be very small – a capaci-
tor is a thing even if it is also found in tandem with a resistor to create a 
high-pass signal fi lter, which is also a thing. In this sense, things are things 
in themselves and can be examined independently of whether they are part 
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of some thing or something is a part of them. In other words, the kind of 
world we seek to examine is a fl at ontology which comprises all the things 
in the world in which every thing is treated as equivalent. In the case of big 
data, we seek to understand it as an entity of its own kind.

An information industry analyst fi rm defi nes big data as ‘high-volume, 
high-velocity and/or high-variety information assets that demand cost-
effective, innovative forms of information processing that enable enhanced 
insight, decision making, and process automation’ (Gartner 2018). Albeit an 
instrumental description, it is a starting point for grasping what constitutes 
big data.

Volume: In 1986, the world’s storage capacity for data was 2.64 billion bytes 
(of which a mere 0.02 billion were digital). Sixteen years later, in what can 
best be described as a Gutenberg moment, the world began storing more 
digital than analogue data (Hilbert and Lopez 2011). Between 1986 and 
2014, the compound annual growth rate (CAGR) for data storage increased 
by 31 per cent, while telecommunications capacity increased by 35 per cent 
(CAGR). Measured in terms of quantity of data storage capacity, this cor-
responds to an increase from 2.6 Exabytes to 4.6 Zettabytes (Hilbert 2015). 
These factors correspond to an estimate made a little over fi ve years ago by 
IBM  that the daily production of new data in the world was in the order of 
2.5 quintillion bytes and that ‘90% of all the data in the world today has 
been created in the last two years’ (Jacobson 2013).

Velocity: Big data exists because massive amounts of it can be moved around 
quickly. An early version of the Internet (late 1960s) transmitted data 
among computer nodes at a speed of 50 Kbits/second over copper tele-
phone wires. In 1988, the fi rst transoceanic fi bre optic cable was deployed 
by AT&T, France  Télécom and British Telecom (TAT-8) with a channel speed 
of 295 Mbits/second (Chafee 2012). By 2011, performance had increased 
to 273 Gbit/second (Hecht 2011). Today, 99 per cent of all global com-
munications are carried by nearly 448 transoceanic fi bre optic cables cover-
ing 720,000 miles (Starosielski 2015; Telegeography 2018). In the United 
States , there are 113,000 miles of long-haul fi bre optic cable and another 
3.5 million miles of short-distance fi bre optic (Durairajan et al. 2015; Allen 
2016). As a result, in 1992, there was a mere 100 GB of IP  traffi c per day. By 
2016, the traffi c had increased to 26.6 Tbits/second (Cisco 2017), and by 
2021, that throughput is expected to double.

Variety: Amplifying the challenge of the high volume and velocity of data 
moving through systems is the extraordinary diversity in the types of 
data. Nearly 90 per cent of data moving across the Internet is unstructured, 
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meaning that at any moment in time, the length and precise form of the 
contents of a data message are unpredictable. Examples of unstructured 
data include text data (word processing documents, email, SMS messages 
and tweets), multimedia (audio, video and graphic data), and mixed mes-
sage types (social media  posts, CAD/CAM designs and medical data images) 
such as the 500,000 comments, 293,000 status notifi cations and 136,000 
photograph the 1.4 billion daily active users of Facebook  post every minute 
(Noyes 2018).

What is absent from the industry defi nition of big data are two further, 
and I would argue, even more important properties: richness and complexity.

Richness: Because of the volume of data, the extraordinarily high transit rates 
and the unpredictable fl ow of data types, big data can be said to possess a 
property of richness. As every data element can be federated with any other 
data element, the permutation of these combinations generates whole new 
fi elds of semantic possibilities. This is an emergent property of big data.

Complexity: The property of complexity arises from this richness when large 
numbers of small parts of a whole interact with each other such that the 
behaviour of the whole is not predictable from the sum of its parts. In the case 
of big data, the virtual behaviour of data (signals, signs and markers) emerges 
from their manipulation and transformation into information. I refer to the 
assemblage that instantiates this process as the Big Data Technology Stack. 
Part of this Stack is visible – hardware, documentation, software schemas, data 
models and the presentation layer. An important part is not visible – particu-
larly the algorithms  employed to translate and analyse the data, automating 
the transformation of data into information. These algorithms computation-
ally arrange relations, produce probabilistic interactions and generate effects, 
much of which is hidden not only from users, but from the technicians that 
construct the algorithms. It is this part of the Stack which I argue is a form of 
Gnostic knowledge which is not only hidden, but mysterious. The property of 
big data complexity, it turns out, is recursive and the starting point for analysis 
must begin with what is visible in the Big Data Technology Stack.

Complexity in Big Data

Complexity is the historical consequence of scaffolding pressures and 
opportunities. An ontology always has an ontogeny (the origin or devel-
opment of a thing). To understand the property of complexity in big data, 
it is useful to understand the environment from which it arose.
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Monolithic Machines

In the 1950s, the terminology and architecture of computers were adopted 
from the earlier industrial age. Computers were called computing machines, 
software was referred to as instructions, and a collection of data was known 
as fi les. Computer systems were complicated, but not complex. Housed in 
cavernous halls with their own life support systems, only the largest enter-
prises with the largest applications – accounting, reservations, insurance – 
owned these computers.

The strategic value of a computer is its ability to process data and its 
performance is measured in throughput and reliability. Data models are 
representations of the best way to store and retrieve data for a computer’s 
given capabilities. As hardware costs and computer performance constraints 
drove data storage models, the earliest models were simple. Until the mid-
1960s, computer data was primarily organised in fl at fi les much like a card 
catalogue.

Data Models and Software

As the performance of computers began to improve, data architects began 
to reconsider how fl at fi les might be reconstructed to achieve comparable 
increases in performance. In 1963, Charles Bachman invented a technol-
ogy that enabled the integration of multiple data fi les into a single data 
management system while signifi cantly improving performance. Corre-
sponding to the success of these inventions was the emergence of a new 
class of data management professionals who organised themselves as the 
Data Actuating Technical Association – a crucial sign that the maturity of 
the technology was deemed worthy of an investment in building a career 
path (Yost 2017). Yet despite improved training, employee professionali-
sation, database architecture and faster computers, it was not long before 
users began demanding more intuitive and less time-demanding ways to 
access their data.

To meet these new requirements a series of preliminary innovations 
were required. First, databases are only valuable when the application 
software that utilises the data can be readily mapped to the business or 
technical problem at hand. Early methods of access were accomplished 
using low-level languages that were neither intuitive nor easy to use. With 
this objective in mind, the fi rst successful high-level language, FORTRAN, 
was introduced in 1957. In short order, other such languages were created 
including LISP (1958), ALGOL (1958) and COBOL (1959). With these 
tools, programmers could build a layer of abstraction between machine 
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logic and application problems. This was the fi rst step in freeing data from 
the strictures of the machine.

The second signifi cant achievement in this progression towards data inde-
pendence entailed overcoming the slow mechanisms used for data storage 
and retrieval, including key punch cards and magnetic tape drives which 
stored and retrieved data serially. To overcome this limitation required ran-
domly retrieving data independent of the order in which it was originally 
stored. IBM , in 1963, introduced an external hard disk drive with random 
access to 117 MB of data offering a dramatic improvement in performance.

The third innovation in the early 1960s was to modularise the hard-
ware components of computers so that a fi rm only needed to acquire the 
components required to meet its specifi c business requirements. Not only 
would such a strategy bring the average price of a computer down, but it 
would make it possible for more enterprises to invest in computer systems. 
In 1964, the IBM  360 mainframe computer was introduced with just such 
modularity, creating an entire family of computers built upon common 
interfaces, giving enterprises the ability to scale computing power and cost 
to near-term business requirements.

Just as expanding a freeway to eliminate congestion often only encour-
ages its use by more commuters leading to more congestion, so is the case 
with the history of database technology. The technical capacities these new 
technologies afforded enterprises only burdened the usability of existing 
databases. Responding to these challenges, in 1970, IBM  engineer E. F. 
Codd proposed a new data model referred to as relational (RDBMS). It 
was based on a very simple fi rst-order (predicate) logic and set theory. 
This approach to data modelling greatly eased the logic for accessing data. 
Shortly thereafter, two engineers at IBM Watson Lab developed a declarative 
language (SQL) for use with an RDBMS. No longer would programmers be 
required to write arcane code to access data. Now, in a somewhat intui-
tive way, users could simply type SELECT NAME, ADDRESS, LAST_ORDER 
FROM ACCOUNTS WHERE LAST_ORDER > 5000 to get a list of their most 
important customers. Data were in the process of being untethered from 
machines, computer centres and programmers.

Networks

With scalable computers, random access to data, a logical database model 
and a user-friendly data access language, the only remaining bond for 
data was geography. In the 1950s and 1960s, computers were connected 
to each other through point-to-point connections via telephone lines. 
The interface between computers was a modem that modulated and 
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demodulated analogue and digital signals over telephone lines. To make 
these connections work, computers required protocols for how signals 
were to be transmitted and received, how errors were to be detected and 
corrected, and how blocks of signals were to be converted into data. 
Unfortunately, every computer manufacturer had its own proprietary set 
of protocols. This meant that computers and their attendant data tended 
to operate as islands, isolated from the processes and requirements of 
other business units located around the world.

Given its prominent role in producing computing solutions, IBM  set out 
to solve these ‘islands of Babel’ with its 1974 introduction of Systems Network 
Architecture (SNA). This established a set of standards among IBM computers 
permitting remote terminals to access IBM computers, enabling computer-to-
computer communication, and the development of end-user applications in 
which SNA capabilities were accessible via a common application interface. 
Data and users were further uncoupled from the underlying hardware wher-
ever it may be located. While this product strategy was designed to consoli-
date IBM’s dominant position in the marketplace, it inspired another vision 
by those working outside IBM of an entirely different model, decentred not 
only from the computer but from any proprietary constraints.

Miniaturisation, Modules and Distribution

While major improvements in database technology were being achieved, 
there was a similar revolution in hardware. Although the properties of 
semiconducting materials were fi rst observed by Michael Faraday in 1833, 
it was more than 100 years before the development of the transistor at Bell 
Labs demonstrated the value of this property in the emerging fi eld of elec-
tronics. Fairchild Semiconductors began mass production of miniaturised 
transistors in 1958, the same year that Jack Kilby produced a solid-state cir-
cuit using semiconductors. Using semiconductors to replace vacuum tubes 
reduced heat and electricity costs, signifi cantly improved reliability, and, 
with improvements in manufacturing, allowed semiconductor circuits to 
become smaller and smaller. In 1971, Intel offered the fi rst integrated com-
puter on a semiconductor chip.

Personal Computing

Although IBM  and other mainframe manufacturers extensively utilised 
integrated circuits, the rapidly falling cost of computer chips made 
them readily accessible to hobbyists. In 1975, the fi rst microcomputer 
(MITS Altair 8800) was productised. A year later, Steve Jobs and Steve 
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Wozniak demonstrated their Apple I personal computer. While personal 
computers would morph into diverse forms (laptops, servers, worksta-
tions and, eventually, smart phones), the crucial thread for this story is 
that integrated circuits and the commercial success of personal comput-
ers drove down hardware costs and turned computer hardware into a 
commodity business. For the fi rst time, software, including database sys-
tems, was now becoming increasingly more expensive than the hardware 
on which it ran. Over the following three decades, this cost inversion 
further commoditised hardware, altering the future architecture of data 
management.

The Internet

During this same period, research and development budgets for military  
technology were rapidly expanding. There were increased demands by 
Congress and the Pentagon for ways to improve technical collaboration 
on complex projects. In 1957, the US  Defense Department created the 
Advanced Research Projects Agency (ARPA ) to facilitate and accelerate 
innovation among universities, private laboratories and military research 
agencies. One of the most impactful innovations to emerge from ARPA  
was a proposal for a multi-node, interconnected computer network. This 
proposal saw fruition in 1969 in a network connecting four institutions 
on the west coast of the US. By 1975, fi fty-seven connections had been 
established, and what was known as ARPANET would shortly evolve into 
the Internet.

Of the many inventions that lie behind the success of the Internet, two 
stand out as crucial. First, maintaining high reliability and performance 
meant that data had to move across the network without encountering 
queuing delays, congestion or connection failures. This problem was solved 
by breaking network messages into discrete packets and sending each on 
the fastest known routes without concern for whether all the packets took 
the same route. At the other end, packets would be reassembled into the 
intended message. This is known as packet switching.

The second challenge arose from connecting heterogeneous proprietary 
computers, operating systems and applications together seamlessly. This 
challenge was overcome by the development of a common interface, or pro-
tocol, comprised of layers of code that separately addressed the differences 
in hardware, software, type of network connection and application. Today, 
this protocol is known as TCP/IP  and its ubiquitous adoption enabled 
transparent connectivity among tens of billions of data devices (Hafner and 
Lyon 1996).

6357_Macnish and Galliott.indd   1446357_Macnish and Galliott.indd   144 21/05/20   1:20 PM21/05/20   1:20 PM

Published online by Cambridge University Press



The Technics of a Gnostic World / 145

Commodity hardware and transparent connectivity scaffolded another 
important discovery on the way to big data. In the early-1980s, two 
researchers observed that as computing problems became more compli-
cated and data sets grew exponentially larger, traditional central process-
ing architectures limited processing scalability. A proposed alternative 
employed a ‘parallel, distributed’ architecture in which hundreds or thou-
sands of inexpensive, off-the-shelf processing nodes are connected to 
distribute capacity and demand. This architecture, they proposed, would 
prove to be more effective at solving ‘really hard’ computing problems, 
such as pattern recognition, at lower cost (Rumelhart and McClelland 
1986). This architecture was endorsed by Sun Microsystems who pro-
moted it with the tagline ‘the network is the computer’.

On the Horizon of Big Data

The commoditisation of computer hardware focused attention on the rela-
tive importance of the second component of information systems: software 
and applications. Until the late 1970s, software was intimately bound to the 
hardware and operating system on which it ran. This meant that hardware, 
software and data were all hosted on a monolithic architecture, requiring 
proprietary and expensive applications. As hardware costs began to fall, it 
became increasingly obvious that application costs were not going to cor-
respondingly fall unless the relationship between software and hardware 
was severed. Thus was born the vision of an operating system that ran on 
many vendors’ systems. As a result, applications developed for the operat-
ing system Unix could be independent of proprietary systems – write once, 
run everywhere.

Client–Server Architecture

A corresponding initiative was undertaken for databases in which increasing 
amounts of application logic were embedded not in application software, 
but in databases with stored procedures. These developments resulted in a 
new information architecture called client–server in which personal com-
puters hosted the presentation logic of an application, while much of the 
application and data access logic resided on an application server and the 
data itself on a data server. This division of capabilities was the beginning 
of the modularisation of applications. Just as hardware had begun to be 
modularised with the IBM  360, the client–server architecture contributed 
to breaking down software applications into software partitioned closer to 
where it could be utilised more effi ciently.
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World Wide Web

The creation of the World Wide Web (WWW) by Tim Berners Lee in 1989 
signifi cantly accelerated the trend begun with client–server architecture. In 
this next generation, the presentation of applications was managed by a 
browser at the end-user device; application servers became routing devices 
translating requests into network addresses; and data servers contained doc-
uments marked-up with hyper-text to control  navigational fl ow. Perhaps 
most crucially, the architecture, much of its infrastructure and the protocols 
for using the WWW were designated open source and freed from any pro-
prietary claims.

Search Engines

The most signifi cant impact of the WWW is the democratisation of data 
sources in which every user becomes not only a consumer, but a producer 
of data as well. Between 1993 and 2007, the compounded annual growth 
rate in the total number of users of the Web increased by 59 per cent, while 
total data storage per capita increased by 21 per cent (CAGR). While access 
to many kinds of data became easier, the corresponding proliferation made 
searching for specifi c types of data increasingly diffi cult. In response, engi-
neers at Digital Equipment Corporation invented AltaVista, a search engine 
that trawled the WWW identifying web sites, downloading documents from 
those sites and indexing the results.

Search engines are databases with a specifi c objective: fi nd data as 
quickly as possible, prioritise the results into a meaningful order and pres-
ent it to the user. Databases underlying search engines are unique in sev-
eral ways. First, the kinds of data found in search engines are not like the 
data in traditional databases. Data in transactional databases are constantly 
updated or deleted, which requires that the integrity of data from multi-
ple simultaneous alterations be preserved. By contrast, search engines are 
employed in applications in which data are rarely updated – new data are 
simply appended to older data. For search engines, the paramount criterion 
is speed of data retrieval. Secondly, search engine data are invariably being 
added at extraordinary rates and volumes. Thus, data storage needs to con-
tract and expand, as well as be partitioned, dynamically. There is no time 
for the overhead management of traditional databases. This has led to an 
entire new layer in the Big Data Technology Stack which dynamically allo-
cates storage and computing resources in order to minimise the response 
to real-time demand. Thirdly, while the data for transactional databases are 
usually input and managed by the same enterprise that owns the database, 
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the sources for big data systems often come from repositories outside the 
big data enterprise which must integrate the heterogeneous sources into 
common formats, as well as normalising and scaling the data for consis-
tency. This requirement incorporates yet another set of functionalities to 
the Stack referred to as ‘Extract, Transform, and Load’ (ETL) that is found in 
nearly all big data environments.

User Presentation

Electrons moving around silicon paths may correspond to logical repre-
sentations, but they have little value as symbolic representations, the form 
most useful for human cognition. One of the earliest transformations of 
electronic representation into human-readable content entailed the appli-
cation of vector graphics for the US  Air Force’s SAGE air defence system in 
the 1950s. In 1962, Douglas Engelbart proposed a research programme for 
‘augmenting human intellect’ which integrated ‘artefacts . . . for the manip-
ulation of things or materials [and symbols]’, ‘language [given] the way in 
which the individual parcels out the picture of his world into the concepts 
that his mind uses to model that world’, ‘methodology . . . which an indi-
vidual organizes his goal-centred (problem solving) activity’, and training 
to realise the value of this augmentation (Engelbart 1962).

Engelbart’s research programme is at the heart of continuing research 
into man–machine interfaces in which the boundaries between the two 
become less and less clear. The extraction of value from big data is entan-
gled in the perceptions and manipulations of those data by the users of the 
data. One of the most advanced big data analytic applications in use today 
is Palantir  Corporation’s Gotham deployed in every major intelligence and 
defence agency in the US  and the UK.  As one senior executive put it, the 
goal for Palantir in meeting the future requirements of enterprises such as 
the National Security  Agency  is to identify ‘how human beings would talk 
with data’ (Greenberg 2013).

The Gnostic Condition of Big Data

The early data management systems of the 1950s were complicated and vis-
ibly clunky. The Big Data Technology Stack of today is complex and barely 
transparent. Many critics are quick to point out that what remains the most 
obscure, what may be said to constitute the Gnostic side of big data, are the 
algorithms  that drive the initial transformation of data as well as the analytic 
and presentation layers of the Big Data Technology Stack. As complicated as 
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the hardware, software and interconnectivity that underlie the possibilities 
of big data are, it is the algorithms that are the most problematic.

First, most algorithms  are intentionally and prescriptively Gnostic. 
Algorithms developed by commercial enterprises are often deemed to be 
proprietary and protected by copyrights to ensure competitive advantages. 
Algorithms used in national security  applications are usually deemed as clas-
sifi ed and their status is embargoed by access controls and penalties for unau-
thorised disclosure. These prophylactics assure the owners of algorithms that, 
at least in the eyes of the law, the gaze of outsiders is restricted.

Secondly, algorithms  are embedded in software that is often diffi cult 
to interpret. In the late 1950s and early 1960s, the development objective 
of most programming languages was to improve clarity and readability by 
requiring the use of procedural fl ows through discrete and structured blocks 
of related programmatic functionality. Unfortunately, these procedural lan-
guages often necessitated the production of redundant program code due 
to small but discrete differences in functionality. For this reason, a variety 
of object-oriented programming paradigms have been developed which 
allow functional details to be encapsulated (that is, hidden from a devel-
oper), provide a mechanism for the reuse of code through class inheritance 
and indexical redirection, and to require the instantiation of these classes 
through objects. This approach allows software to be used more like an 
appliance such as a toaster, where the details of how a machine operates are 
irrelevant to the operator. At the same time, this abstraction and encapsula-
tion further obfuscates an accounting of precisely what effect algorithms 
have on the behaviour of data.

Thirdly, the latest developments in algorithmic  computationalism have 
injected a fundamental philosophical shift in how we conceptualise the 
relationship between software applications and the data upon which they 
presumably work. Procedural and many object-oriented languages employ 
an imperative paradigm in which procedural rules are deductively applied 
(if . . . then . . . else) to manipulate the state of a program. More recently, 
the development of machine-learning  systems, though they are developed 
using the same procedural languages, operate quite differently in that the 
logical mechanisms are inferential, relying not on rules, but on statistical 
patterns. Here the logic of the algorithm  adapts not to the state of the soft-
ware program, but to the fuzzy relations among the elements of the data. 
Depending on training and supervision, where outcomes can vary, account-
ability is reduced to heuristics.

Fourthly, the consequences and, thus the functionality of algorithms,  
are often inexplicable. Some engineers are quick to observe that they do 
not understand how some algorithms work in big data applications. In 
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2016, a senior engineer admitted that Google  does not know why Google’s 
ranking algorithm  does what it does (Cimpanu 2016). In that same year, 
Microsoft unleashed Tay , an AI -based bot designed to learn from and 
engage with users of Twitter . It was not long before Tay adopted a racist, 
misogynistic vocabulary and had to be taken offl ine. Google’s image clas-
sifi cation technology has persistently misidentifi ed African Americans as 
gorillas. Even after three years of working on the algorithm , Google engi-
neers admit that they still do not understand why. To ‘fi x’ the problem, 
Google simply prohibited the system from identifying gorillas (Vincent 
2018). The evidence suggests that AI  engineers are increasingly blaming 
the data being used for training algorithms as the primary culprit for these 
unintended consequences rather than algorithms or the developers them-
selves (Korolov 2018). There is, however, another possibility that lurks in 
these examples, namely, that the prejudices of the data redefi ne the pro-
cesses of the algorithms.

In the case of machine learning , it is the task of the human analyst 
to select a model, set the initial conditions, construct the training set for 
the learning process, and await the results. How the machine computes 
the results is only known theoretically and rarely specifi ed. As one critic 
puts it:

These algorithms  produce the process, the mediation, the gap-spanning 
implementation that unites their engineers’ problems and solutions. And 
since they do this through the million-fold iteration of simulated neural net-
works, the computational constructs they spit out tend to be both effective 
and inscrutable. (Finn 2017: 183)

Returning my attention to Palantir ’s Gotham product, the mystery of 
this process is best captured by its own promotional literature. It all begins 
‘with data from multiple sources’, which ‘fuses the data into a human centric 
model’, ‘tag[s], secure[s], and track[s] all the data’, and brings ‘the data to 
life for human-driven analysis’ (Palantir 2019). To achieve this resurrection, 
Gotham fl attens the content of data giving users the tools to reconstruct 
entirely new semantic contexts. The real complexity of this organisation of 
data does not become apparent until the information constructed from the 
data is organised and presented as knowledge. This ‘dysanalytic’ process 
becomes even more distracting with its eye candy-like presentation features 
that turn information into either aestheticisms of meaning or simulated 
relationships of real-space. The aesthetics of representation (already three 
or four layers removed from the raw data) blind the analyst to their own 
prejudices about how the world works. These are, I argue, metaphors for 
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the illusion of knowledge which lead to a presumption of understanding, 
known in military -intelligence jargon as actionable intelligence. It is this 
circle of reasoning that transforms ‘raw’ data into information, creating the 
possibilities of knowing the unknown, justifying a claim to real ‘under-
standing’ and the warrant to act.

What Palantir  does not mention is that the organisation of the data 
(represented as entities, events and fl ows) is exclusively proprietary. That, 
as the New York City Police  Department (NYPD) discovered in 2017, is not 
just a problem for outsiders seeking to understand Gotham, but is problem-
atic even for Palantir’s customers. The NYPD chose to stop using Palantir 
and move to an IBM  product. When the NYPD asked Palantir for the output 
of analytic work done to date as well as a translation key to map this output 
to a new platform, Palantir replied that fulfi lling this request would reveal 
trade secrets and it would not comply (Alden 2017). Thus, the contradic-
tion between data being brought to life and not having access to knowing 
how that life comes to be in the fi rst place underscores just how problem-
atic the role of the algorithm  is in public discourse.

Conclusion

This chapter asserts that big data constitutes a new kind of thing which can 
be examined ontologically. It is an assemblage of other things comprising 
what I refer to as a Big Data Technology Stack. Each of the components is 
revealed to be in a constant state of progressive alteration. Thus, ontologi-
cally big data should not be conceived of as a stable entity, but rather as 
constituting unstable confi gurations including hardware upgrades, software 
updates, continuous streams of new data, and an ever-changing augmenta-
tion of human capabilities. More importantly, what runs through the fabric 
of big data is a contiguous network of software code which, in turn, are 
the material expression of algorithms . I argue that far too many of these 
algorithms are largely opaque  to public inspection and accountability, and 
that their obscuration corresponds to a mysterious and inaccessible rep-
resentation of the world. The principal concern is that algorithms lacking 
transparency  defi ne and bind the parameters of what might constitute an 
interpretation not only of the data, but of the processes by which the data 
are conceptualised. There is an apprehension that many of these algorithms 
are nothing more than a prosthetic substitution for reason undermining the 
authority of public discourse. As such, big data is a metaphorical iceberg – 
partly visible and partly hidden – and whether it poses a risk to the good 
ship Titanic largely depends on how naive we are about its future course 
and the viability of our social institutions.
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TEN

Trust and Algorithmic Opacity

Steve McKinlay

‘I want to see you not through the machine,’ said Kuno,
‘I want to speak to you not through the wearisome machine.’

E. M. Forster (1909)

Introduction

For well over a century, scholars have forwarded cautionary tales of a dys-
topian age where supposedly super-intelligent machines control  all aspects 
of our lives. E. M. Forster in his 1909 novella The Machine Stops imagines 
a post-apocalyptic world where people so reliant upon a machine for their 
existence begin to worship it as a living, moral agent in its own right. In 
the tension between technology and rationality the inhabitants of Forster’s 
fi ctional world lose all connection with nature and, consequently, their 
morality, trusting the machine more than they do each other. In many 
senses Forster’s machine-mediated horror story has become something of a 
reality. One reading of Forster might suggest that the effects of technology 
do more than just simplify or make our lives more convenient, but that the 
technology utterly infi ltrates our worldview rather than merely augment-
ing it. For the inhabitants of Forster’s world, the machine is self-validating, 
authoritative, in a sense omniscient, exhibiting an unnerving undercurrent 
of malevolence.

While the emerging reality today is not fully comparable to Forster’s 
imagined world, many parallels can be drawn. We are increasingly wit-
nessing the use of complex, artifi cially intelligent  computer algorithms  
in decision-making processes across a wide variety of socio-technical 
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environments. Such contexts include industry, universities, governmental 
agencies, law enforcement, non-profi t sectors, insurance companies, med-
ical providers, employers, amongst many others. Such systems are used to 
infl uence decision making in areas ranging from pre-trial risk assessment 
to sentencing and probation.

The use of these algorithms  is globally widespread and contextually 
varied. Concerns about the proliferation of such specialised software are 
relatively new and have primarily been discussed from ethical perspectives. 
Recent and popular focus by mainstream media as well as academia has 
been situated around privacy  issues. While privacy issues are important 
and deserve analysis, I argue here that there are other issues at stake. Fur-
ther, I contend that these issues may have much deeper implications for 
individual autonomy  within free democratic states. How do we guarantee 
that authorities tasked with making decisions that impact our daily lives 
ensure those decisions are transparent and equitable? It is unlikely that 
the normative and epistemic values built into such systems will be accept-
able to everyone. Differences of moral opinion regarding how decisions in 
social housing, insurance, welfare and policing , for example, can result in 
fraught emotional debate at the best of times. To complicate matters fur-
ther, many of the individuals affected by such decisions live at the fringes 
of society and, as such, issues related to social and distributive justice  can 
be compounding. In many cases agreement regarding algorithmic  decisions 
between those tasked with implementing the decision and the decision-
subject will not be found. The question then arises, who should prevail in 
order that the ethical principles of universality and impartiality are upheld?

Some contend that these questions can be answered only with a detailed 
understanding of the internal process by which such algorithms  operate. 
For the most part, however, for many, often including software develop-
ers themselves, just how machine-learning  algorithms work is unclear or 
opaque . Opacity  is most evident at the algorithmic  level. While the output 
of such systems, usually in the form of a classifi cation or statistical weight-
ing, is readily understandable with regard to the question the algorithm  
is trying to answer, just how and why a particular output was produced 
from the input parameters is much harder to grasp. The question arises, 
is there anything we can know about why a decision was arrived at by a 
machine-learning algorithm . That is, does algorithmic  opacity  necessarily 
entail epistemic opacity ? While the inner workings of an algorithm  may be 
opaque  to its users, it might not follow that some form of epistemic access 
to the underlying model exists. If this is the case, what might that tell us 
about decisions made by such algorithms, and will this be suffi cient for 
acceptable levels of trust  to obtain between users of such systems and the 
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decision-subjects impacted by those decisions? How are such systems alter-
ing our conception of trust? Is it possible to formulate a conception of trust 
that might be applied to automated decision-making processes? Finally, 
what implications do the proliferation of such intelligent systems have for 
freedom , autonomy  and ultimately democracy? This chapter will consider 
these questions, and while it stops short of offering any kind of specifi c 
policy advice, I examine several conceptions of trust that take into account 
issues of automation, accountability and opacity, characteristics of twenty-
fi rst-century machine learning algorithmic  decision-making systems.

Bias and Opacity

The legal profession and regulatory bodies have been important guardians 
of equity and fairness in the service of protecting basic rights such as liberty , 
freedom  and individual autonomy . The increasing practice of combining 
large disparate sets of data in conjunction with deep-learning algorithms,  
however, is typically unregulated and free from governing restrictions. The 
use of these systems by private organisations and government agencies 
are often justifi ed in utilitarian terms. For example, if we can successfully 
identify and prevent a signifi cant percentage of offenders from reoffending 
(in the case of predictive  policing ), or if we can identify a child at risk of 
abuse, then some bias  and the presence of false negatives in the system seem 
to be tolerated. The individuals and families represented in the data sets of 
such examples are usually those that have accessed welfare systems, or had 
interactions with law enforcement, family law and other social services. The 
over-representation of such groups within these systems tends to build bias 
into the software, thus feeding back into future outputs and predictions . 
To make matters worse, the moral imperative of the agencies and users of 
these algorithms frequently focuses on active enforcement based upon the 
predictions  made. This tends to be at the expense of any concern for mar-
ginalised or minority groups that are regularly over-represented within such 
data sets. To date there is little evidence of any fi duciary duty impinging on 
developers or the employers of such systems upon their data-subjects as 
there might be in other professions such as doctor–patient or lawyer–client 
relationships.

From an ethical perspective the risk of not acting upon information that 
suggests an individual might be predisposed to commit a heinous criminal 
act, or that a child may be at risk of abuse needs to be carefully weighed 
against concerns regarding the reliability of the output. It is also acknowl-
edged that harms can also come from exclusively human-made decisions 
as from algorithmically infl uenced ones. Sometimes those harms are 
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manifestly justifi able, such as keeping a criminal locked up, or removing a 
child from an abusive environment. The ethically interesting cases are those 
where black-box algorithms  have been shown to produce errors (Price 
2017) or bias  (Zarsky 2016). Algorithms  are only as good as the science 
they are based upon and potentially inherit the same value-laden biases  
of their human developers (Brey and Soraker 2009). Nissenbaum  (2001) 
argued that machine-learning  algorithms embody the values and norms of 
the developers, thereby potentially reproducing bias. Furthermore, algo-
rithms trained on data that already exhibit bias or inequality in terms of 
race, gender or other attributes are likely to simply duplicate that inequality 
in their output. The input attributes and training methods are designed and 
confi gured by software developers with specifi c desired outcomes in mind 
and this has been shown on many occasions to privilege some outcomes 
over others (O’Neil  2016).

There are a number of important philosophical and ethical issues that 
arise with regard to the use of artifi cially intelligent  learning algorithms  
and data within such contexts. Many of these issues are due to a lack of 
transparency  in black-box algorithms, what many have called algorithmic  
opacity . What does this really mean? Burrell  (2016) describes three forms 
of algorithmic  opacity. The fi rst is the deliberate attempt to hide the inter-
nal workings of an algorithm  by the organisations or government agencies 
developing and utilising them. The second is ‘technical illiteracy’, simply 
being unable to understand the workings of an algorithm  due to being 
insuffi ciently skilled in the technical domain. The third, and the one I shall 
focus on, is the inability to comprehend in any meaningful way the inner 
workings of an algorithm  that has been developed using machine-learn-
ing  techniques. Thus, while an interpretable model may be produced as a 
design mechanism by which the algorithm  is developed, by the time the 
algorithm  is trained to produce acceptable results its internal processes are 
largely uninterpretable. It is this form of opacity that I argue entails not only 
algorithmic  but epistemic opacity .

While Burrell ’s fi rst two forms of opacity  represent algorithmic  opac-
ity the third entails something stronger. However, I argue that this form 
of opacity is still at least theoretically explainable. Burrell  describes the 
third form of opacity in terms of algorithms  that are largely or wholly 
uninterpretable not by virtue of the processes they either operate under 
or were developed by, but with regard to the volumes of data they are 
designed to analyse. This form is not only a function of the complex-
ity of the algorithm  itself, but the vast volume and dimensionality1 of 
the data set in question. While exceedingly complex, it seems, at least 
theoretically, that algorithms in this category could still be explained 
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in some conceptual way. There are, I argue, some factors, not addressed 
by Burrell , that potentially increase the complexity and opaqueness of 
machine-learning  algorithms.

Artifi cially intelligent machine-learning  algorithms  are often developed 
as layered neural networks. Such systems have multiple layers of weighted 
nodes. The initial layers accept input parameters that correspond to an exist-
ing data set. These parameters would normally be readily understandable, 
they could be attributes of administrative or demographic data related to 
individuals within the context in which the algorithm  is employed. Internal 
layers, however, are hidden. As the system is trained to produce desired 
outputs, nodes programmed to accept input within these internal hidden 
layers alter their weightings without human intervention. The internal deci-
sion logic of such algorithms thus is altered in subtle ways as the algorithm  
trains on historical data. As a result, it is virtually impossible, not only for 
an ordinary person but also for the developers of such systems, to explain 
precisely why a learning algorithm  came to a particular outcome or deci-
sion. All we can often say is that the output is in some way correlated to pre-
vious similar cases in the historical data set to a level of accuracy similar to 
that of a human decision. The opacity  in such cases is an inescapable side-
effect of the development and training methodology of machine-learning 
algorithms.

The question to consider here is whether algorithmic  opacity  necessarily 
entails epistemic opacity . We can begin to understand the issue with ref-
erence to similar arguments in the philosophy of science. Philosophically 
and from a computer science perspective issues related to opacity are not 
new. Humphreys  (2004), for example, describes computational processes 
as being epistemically opaque  with regard to the relationship between the 
abstract model that defi nes the process, the model that ultimately under-
lies a simulation, and the output of that system. ‘A process is essentially 
epistemically opaque  to X if and only if it is impossible, given the nature of 
X, for X to know all of the epistemically relevant elements of the process’ 
(Humphreys 2009).

An analogous issue in philosophy of science is whether the user of a 
scientifi c instrument needs to understand the processes between the inputs 
and outputs in order to ascertain the accuracy of the instruments’ repre-
sentation of reality (Humphreys 2009). Humphreys makes a distinction 
between an individualist epistemology, whereby a single scientist or com-
puter coder might be able to verify or explain a procedure or proof, to a 
social epistemology, where work has been divided amongst teams of pro-
grammers or scientists such that no single person understands all of the 
processes that generate a particular outcome (ibid.).
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Humphreys makes a related point that magnifi es the issue of epistemic 
opacity . Referencing Bedau (1997), he argues that in some situations a 
computer simulation itself will result in novel macro-level features. Such 
‘features’ are essentially unexpected emergent patterns, or what Bedau 
terms ‘weak emergence’. A good example of such behaviour can be seen 
in the AlphaGo game case. The case involved a game of Go between one 
of the world’s top players, Lee Sedol, and AlphaGo, an artifi cially intel-
ligent  computing system developed by Google  researchers. The AlphaGo 
system was developed using a deep-learning neural network algorithm  
and trained by allowing the system to play itself hundreds of thousands 
of times. Eventually, it had trained itself well enough to consistently beat 
humans every time. In the match against Sedol, AlphaGo at the thirty-
seventh move executed a move that no human Go player could under-
stand. Another champion Go player watching commented ‘that is not a 
human move, I’ve never seen a human play that move ever’. We might, at 
least conservatively, conclude at this point that machine-learning  algorith-
mic  reasoning is nothing much like human reasoning. Certainly, in almost 
all such cases of weak emergence it is unlikely that any human agent would 
have epistemic access to the inner workings of an algorithm  exhibiting 
such behaviour. In these cases, it seems we have a strong argument for 
epistemic opacity . If it turns out that there are cases of truly epistemically 
opaque  algorithms, should we trust  the output of such systems? And what 
implications, if any, might our trust in such systems entail for society in 
general? I now turn to these matters.

Trust, Non-human Agents and Accountability

I have developed a picture of algorithmic  opacity  and its relationship with a 
stronger version of opaqueness, epistemic opacity . I now outline some typi-
cal conceptions of trust . While I initially acknowledge a distinction between 
more orthodox notions of interpersonal trust and what is often called e-trust 
or trust related to our interactions with and within informational environ-
ments, I will try to fi nd tolerable reciprocity between the two conceptions. 
I intend the term ‘informational environment’ to include digital interactions 
between human actors across digital platforms, such as the Internet, as well 
as our exchanges with and between artifi cially intelligent  agents. I argue that 
a distinction can be made between trust relationships that are merely digi-
tally mediated interactions between human individuals and those where arti-
fi cially intelligent  agents interacting with large data sets are involved.

Just how we might interpret trust  relationships between artifi cially 
intelligent  decision-making algorithms  and humans is an open problem. 
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To unpack the problem, we need to consider the relationship between 
orthodox notions of interpersonal trust and e-trust. I consider the issue of 
opacity , accountability, our right to having decisions made by machines 
explained to us, and how that impacts trust relationships between individ-
uals, decision-making algorithms and the institutions using these systems. 
Finally, I consider what implications the increasingly use of such algo-
rithms, particularly within authoritative contexts, might have for democ-
racy and individual autonomy .

While there are some exceptions,2 trust  is essentially a relational concept 
between humans or individuals and groups. To trust an individual, a group 
or an institution, is to willingly relinquish some control  to the trustee, that 
is, we trust commitments made by a trustee will be honoured. We trust 
the bank with our money, we trust doctors with our medical care and, of 
course, we hopefully trust our signifi cant others to have our best interests 
at heart. These trust relationships are supported by epistemic, normative, 
empirical and sometimes less rational forms of evidence. Thus, as the trus-
tor, we form beliefs that give us reason to rely upon the trustee to meet spe-
cifi c commitments. Nevertheless, trust involves a degree of risk that cannot 
be entirely eliminated.

While there are various philosophical construals of trust  and there has 
been some work regarding trust in the digital world, what is sometimes 
termed e-trust (Weckert 2005; Ess 2010; Taddeo and Floridi  2011), most 
models of trust are interpersonal by nature. Our trust-based decisions may 
not always be rational on epistemic or practical grounds. However, we like 
to think our perceptions of trust are in some sense well-grounded. The struc-
ture of trustworthiness is built upon a foundation of suffi cient evidence. If 
trust is warranted on such grounds, then risk factors are minimised. Pettit  
(2004: 109) argues that our acts of reliance serve to promote our own ends, 
according to our beliefs, thereby maximising our expected utility. If trust 
is warranted then most of us would likely agree that it is justifi ed or well-
grounded, minimally we might expect that it would be at least plausible.

Simpson  (2017: 444) calls this evidence-constrained trust . Simpson ’s 
arguments deal primarily with trust related to digitally mediated commu-
nication amongst individuals. This will be different to conceptions of trust 
that might apply to our interactions with non-human algorithmic  enti-
ties. However, it is informative to examine Simpson ’s approach such that 
we can highlight the distinction. Simpson  argues that digitally mediated 
communications can support evidence-constrained trust. I argue that the 
opposite is the case regarding opaque  algorithmic  decision-making systems. 
For Simpson , online communications are just another kind of communica-
tion similar to everyday face-to-face communications between individuals. 
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Provided the technology affords an experience for the users approximat-
ing to that of offl ine communication, a case can be made that supports 
evidence-constrained trust.

There are cases where trust  can be built outside evidence-constraints. 
Simpson  claims that plenty of instances can be imagined where a trustor 
commits to being trusted in ways not supported by evidence or indeed the 
perceived trustworthiness of the trustee. In some cases, this points to a form 
of affective trust between individuals (‘I trust my husband will not cheat on 
me’) which sits outside most rational accounts. In other cases, trust points 
to cognitive (but falling short of epistemic) justifi cation (‘I believe you are 
an honourable person, therefore I trust you with this’). Given the evident 
plurality in our conceptions of trust we might contend that there will be 
some instances of trust that are appropriate only given full epistemic access 
to the evidence at hand. I argue this is the required standard requisite for 
trust relationships to hold between humans and algorithmic  entities.

Our interactions, and our trust  relationships (if such relationships can 
exist) with algorithms , in particular those kinds of algorithm that interact 
with large data sets and support decision making, are quite different to those 
between human individuals. The work now performed by artifi cially intel-
ligent  algorithms was in many cases specialised human work. For example, 
a social case worker might analyse a case fi le in order to come to a decision 
regarding the welfare of a child. A probation offi cer might perform a similar 
process with an offender’s case fi le, ultimately making an evidence-based, 
informed decision as to whether a convicted offender ought to be released 
from jail. We may or may not trust the individuals in these roles to make 
just and appropriate decisions based upon the information available. In 
such cases we would reasonably expect them to be able to furnish adequate 
explanations with regard to decisions taken if and when required. Account-
ability here is tightly coupled with the individuals tasked with making and 
implementing the decisions.

Accountability in such contexts involves the rights of the decision-subject 
in expecting that a decision maker be able to provide acceptable justifi ca-
tion as to why a particular decision was made. The question of accountabil-
ity when intelligent algorithms  provide decision-making output is largely 
unclear. The way in which an organisation operating the algorithm  decides 
to justify such decisions may vary signifi cantly. Justifi cations might refer to 
the data and training methods used to develop the algorithm , the scientifi c 
rigour behind the development of the system, the prior historical success of 
the system or justifi cation may not be offered at all.

Binns (2017) raises the question of how we might deal with situations 
when confl icts arise between a decision maker and decision-subjects. In 
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these cases, to what extent are decision makers justifi ed in imposing algo-
rithmic  decisions that decision-subjects fi nd objectionable? The hard ques-
tion is how we might reconcile differences between epistemic, normative 
and moral standards when algorithmic  decisions are taken (ibid.: 2). The 
appropriate attribution of accountability and how that might be enforced 
with regard to the use of opaque  decision-making algorithms  will be closely 
linked to public trust  in the use of such systems. This may act as a check on 
algorithmic  decision-making systems by forcing those that would use such 
systems to justify their output against acceptable epistemic and normative 
standards (Binns 2017). Such justifi cations ought at least to be compatible 
with the ethical principles of universality and impartiality, while acknowl-
edging that there may be disagreements in individual cases.

Explanation and Predictive  Algorithms:  Towards a Trust Relation

Many of the kinds of opaque  algorithms  discussed above have a predictive  
function. Algorithms  are used to predict whether a convicted criminal will re-
offend, whether a child could be in an abusive family situation. Our ability 
to predict something, a particular event obtaining, a regularity or some spe-
cifi c phenomena typically goes hand-in-hand with an explanation. While, 
in some cases, an individual may be able to successfully predict an event or 
regularity occurring, the absence of an extant explanation renders the cred-
ibility of such predictions  weak. It is the existence of an explanatory scientifi c 
story behind the prediction that lends credibility to the justifying factors. All 
valid and true explanations rely upon evidence for their support.

The outputs of decision-making algorithms  in almost all the contexts 
discussed above are treated as evidence to support further actions. These 
actions have the potential to signifi cantly impact the personal interests, wel-
fare and autonomy  of the decision-subjects involved. Given the infl uence 
such decisions have on our autonomy as individuals we might rightfully 
expect a minimal set of conditions that would apply to contexts where algo-
rithmic  decisions are taken as actionable evidence. If some form of e-trust  
relationship can indeed be formed between the decision-subject and the 
algorithmic  entity making the decision, those minimal conditions will 
comprise a form of acceptable justifi cation to the decision-subject and that 
justifi cation ought to involve an explanation as to why the decision was 
taken. The argument here is that explanations are implicitly required for 
e-trust in socio-technical environments.

Roth-Berghofer and Cassens (2005) and Sørmo, Cassens and Aamodt 
(2005) suggest a set of ‘explanation goals’ that might be applied in knowledge-
based systems. The focus will be on the fi rst two goals suggested, the fi rst being 
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‘transparency ’. In systems where the stakes are high, that is, where an indi-
vidual’s autonomy  could be signifi cantly impacted, it is entirely reasonable to 
suggest that the decision-subject be entitled to an explanation as to why and 
how the system came to a surprising or anomalous result. The transparency  
goal would allow users, or independent third-party auditors, to examine all 
parts of the system, including design models, to understand and be able to 
explain how a system came to a particular result. Unfortunately, transparency 
rarely exists in many of the contexts where decision-making algorithms  are 
used for reasons discussed above.

The second explanation goal is ‘justifi cation’. The aim of this goal is to 
increase the level of confi dence that the conclusion the system came to is 
supported on ethically sound, rational and scientifi c grounds. The public 
need to be assured that such systems are working in a way that embodies 
ethical principles, that the dignity and autonomy  of the decision-subject is 
respected, and that principles of universality and impartiality are upheld. 
Roth-Berghofer and Cassens (2005) suggest that this form of explanation 
can potentially be de-coupled from the actual reasoning process itself. Thus, 
a much simpler explanation might be possible compared with the process 
the algorithm  works through to come to a particular conclusion. Pieters  
(2011) argues justifi cation is the most important explanation goal in AI . 
The primary question in such systems, Pieters  argues, is ‘why’. Why was the 
decision, diagnosis or advice given by the system? Note that answering the 
‘why’ question is more nuanced than the ‘how’ question. System developers 
are well versed at explaining how a system works. However, explaining why 
also requires an intimate knowledge of the data associated with the deci-
sion process. It is likely that answering why questions will require a causal 
story to accompany the explanation.

Pieters  (2011) makes a distinction between explanation-for-trust  and 
explanation-for-confi dence. An explanation, according to Pieters , can either 
aim at acquiring trust or, in a lesser case, confi dence. While explanation-
for-trust requires a precise explanation of how a system works, explanation-
for-confi dence merely aims at engendering confi dence in a user or decision-
subject that the system is operating within some set of agreed acceptable 
parameters. It may be, in the case of epistemically opaque  algorithms , full 
explanations, explanations-for-trust, are not possible. It should be noted 
here that full explanations of many aspects of human behaviour are often 
not possible. However, we seem to fi nd other forms of evidence to support 
trust relationships. Our relationships with AI  algorithms are unlikely to be 
as nuanced.

The output of such algorithms  can sometimes be explained only in 
terms of prior probabilities or as a statistical correlation with similar 
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historical data patterns over large numbers of trails. How explanations 
may go some way towards Pieter’s explanation-for-confi dence, but are 
unlikely to satisfy the requirements for his explanation-for-trust . In cer-
tain situations, establishing trust relationships with epistemically opaque  
artifi cially intelligent  entities qua machine-learning  algorithms may sim-
ply not be feasible. Furthermore, it should be noted that outputs of such 
systems indicating very high statistical scores are no more explanatory 
than those indicating very low probabilities. For example, imagine a can-
didate scoring only 2 per cent on a system that has been developed to 
indicate the likelihood that that candidate will make a ‘good employee’ 
compared with a candidate that scores 85 per cent. An explanation-for-
trust would require an explanation as to why the candidate scoring 85 per 
cent would make a good employee just as much the requirement that the 
2 per cent score be fully explained. High probabilities are neither neces-
sary nor suffi cient for explanation. Both high and low probability scores 
require explanatory stories if any form of trust is to obtain.

Ethical Implications and Conclusions

If the foremost arguments as to why we should accept such systems 
end up being utilitarian ones, that is, the system produces acceptable 
results comparable with human operators, only more effi ciently, then 
it seems we have reduced what once was a nuanced human activity to 
something akin to the operation of an automatic door or a thermostat. 
Rogue results from such systems do occur. We might be tempted to toler-
ate such results, false alarms and bias  errors in favour of the utility these 
systems offer on the proviso that, not unlike automatic doors, instances 
of malfunction can be brought within acceptable tolerance  levels. This 
will be cool comfort for those whose lives are adversely impacted by the 
use of such algorithms . What remedy is available to those who happen to 
have their life ruined by the output of an algorithm  whose processes we 
are unable to explain? And what has happened to human culture when 
algorithmic  effi ciency is favoured over justice , liberty  and autonomy ? A 
world where machines regulate human behaviour, and where the output 
of such systems provides actionable evidence for corporates, government 
agencies and law enforcement. Yet this is precisely the danger we face, 
and in a fundamentally unregulated environment many policymakers 
are largely ill-equipped to grapple with the issues, relying instead upon 
‘technical experts’, many with personal or economic agendas, to guide 
the development, implementation and ultimately provide justifi cation 
for such systems.
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Underlying effective democracy are the principles of accountability, 
transparency  and separation of powers. Opaque artifi cially intelligent  
algorithms , whose decisions are either not self-explanatory or unable to 
be adequately explained by those developing and implementing them, 
undermine these principles. Their unfettered use not only raises signifi -
cant moral questions, but may ultimately undermine the trust  we have 
in the institutions that employ them. Fixing our most fundamental soci-
etal issues is unlikely to be achieved by machine-learning  algorithms. 
Or, if they are, that may well come at a cost that proves to be appallingly 
unpalatable. Understanding many of the social mores AI  algorithms are 
being increasingly tasked with analysing is very human and nuanced. 
It relies upon experiences and realities that are not easily measured or 
quantifi ed but that are nonetheless intrinsically meaningful and essen-
tial. Reliance upon such software, particularly within the authoritative 
and regulatory contexts discussed above, is likely to have profound 
implications for the relationship between individuals, the state and ulti-
mately democracy.

In 2015, Ted Striphas coined a term ‘algorithmic  culture’. Striphas was 
concerned about the way many technologies, including those discussed 
here, are shaping and infl uencing culture. The offl oading of work to com-
puters, databases and other technologies is requiring us to redefi ne our 
orthodox notions of evidence, trust  and explanation. As humans, we are at 
times unable to fully explain our actions or decisions, and the same is true 
for some kinds of AI . Clune (2017) argues that it might just be something 
inherent about intelligence itself that only part of its nature is exposed to 
rational explanation, the rest perhaps is simply inscrutable or subconscious. 
Thus, it seems we are on the banks of the Rubicon with regard to AI . If we 
cross, that is, if we build and implement machines that either themselves 
or their creators are unable to explain, then we may be taking a blind leap 
of faith.

Unless adequately addressed these issues will have signifi cant impli-
cations for society as a whole. While the implications are widespread, at 
particular risk are those such as the underprivileged, people living under 
nominal living conditions or at the fringes of society. The potential prob-
lems arising go right to the heart of freedom , privacy , autonomy , liberty  
and, therefore, democracy. Institutions and governments must ensure that 
structures and principles are implemented that put fundamental human 
rights  at the forefront. In this way we might be reassured that decisions 
made are ultimately human decisions and the dignity, liberty and auton-
omy of individuals remains paramount.
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Notes

 1. Dimensionality in data analytics refers to the number of possible combinations 
between many (in some cases hundreds) of data attributes and vast quantities, 
often millions of rows, of data.

 2. While we would not trust  wild animals, we might trust our pet dogs and, of 
course, many people place their trust in some form of divine entity.
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ELEVEN

Opacity, Big Data, Artifi cial Intelligence and 
Machine Learning in Democratic Processes

Ramón Alvarado

The fi rst decades of the twenty-fi rst century saw an initial hubris regard-
ing the prowess of computational methods such as big data, artifi cial 
intelligence  and, more recently, machine learning . However, the opacity  
related to these computational methods – the inability to access, examine 
or even identify relevant aspects of their inner workings – is consequently 
at the front and centre of recent concerns. Understanding the different 
kinds of opacity and the ways in which they are present in these compu-
tational methods is a fundamental step towards understanding the chal-
lenges they present to democratic processes in general.

The general argument of this chapter is the following: epistemic opac-
ity , and particularly its distinct forms, must be taken into account in 
order to accurately assess the profound challenges that computational 
analytic methods such as big data, artifi cial intelligence  and machine 
learning  pose to democratic processes. This is because it is important 
to understand that a signifi cant aspect of the novel challenges brought 
about by these computational methods is of an epistemic nature. That 
is, knowing participants of democratic processes are being left behind as 
technologies used in the various facets of democratic processes continue 
to grow in complexity and size beyond what is humanly tractable. If we 
take a free and knowing agent as a fundamental player in the dynamics of 
democratic processes, the opacity of computational methods such as big 
data, machine learning and artifi cial intelligence are in fact a signifi cant 
challenge to democratic processes as a whole.
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Democratic Processes

A democratic process can be many things. It can be a parliamentary or con-
gressional legislative procedure within a democratic country. It can also be 
the act of voting for members of such institutions by individual citizens. In 
between these two types of democratic process there are several other inter-
actions that also count towards or against the aims of democratic processes. 
For example, the dissemination of information through electoral campaigns 
that are now often mediated through diverse computational methods and 
general digital infrastructures that – as I will show below – due to their 
complexity and scale push an informed citizenry further and further away 
from a thorough understanding of the core mechanisms by which these 
processes function. As we will see, the opacity  inherent to computational 
methods is not always a direct result of malicious intent. In fact, in some 
cases opacity is generated simply by the inherent size and/or complexity 
of the technologies underlying such processes. However, the effects of the 
ever-growing epistemic distance between the processes that guide contem-
porary democratic procedures and the agents that partake in such proce-
dures are nevertheless detrimental to both the agent and the process itself.

While this chapter does not go into detail of any particular instance of 
opacity  in real-life democratic processes, the conceptual discussion of epis-
temic opacity  has implications for a wide range of democratic processes. 
These processes encompass those which require the mediation of conven-
tional computational infrastructure in general, as well as those processes 
which indirectly make use of computational analytic methodology such as 
big data, machine learning  and artifi cial intelligence . The processes in the 
former category are those in which computers are directly deployed in tech-
nology used to execute a relevant part of a democratic process, for example, 
voting machines . The latter category includes other aspects of the demo-
cratic processes in which computational analytics have a direct or indirect 
effect on the democratic process and/or on those who take part in a demo-
cratic process. Examples of these latter processes include the kind of analyt-
ics used to evaluate constituency and district maps, but they also include 
the type of processes which disseminate electoral information through tar-
geted campaigning.

Epistemic Opacity 

In its simplest sense, a system is deemed to be opaque  in some form if all 
or some of its parts are not immediately accessible to inspection. Here, I 
will refer to this overly broad sense of opacity  as ‘general opacity’. Paul 
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Humphreys , who contextualised the term in the literature of computer 
simulations, defi nes it as follows:

General opacity : ‘A process is epistemically opaque  relative to a cognitive 
agent X at time t just in case X does not know at t all of the epistemically 
relevant elements of the process.’ (Humphreys  2004; 2009)

Described this way, many things qualify as opaque  to many different agents. 
To many of us, for example, whatever is under the hood of our cars will be 
opaque . Similarly, well-established democratic procedures, such as the way 
the Electoral College works in the United States , remain opaque  to many of 
those that participate in them.

A common problem related to general opacity  arises from the fact that 
software systems often require many components. Several people and often 
several distinct companies also make each of those components. In this 
sense ‘many hands’ are involved in the development of software systems. 
The motley and compartmentalised features inherent to software develop-
ment (Winsberg 2010) bring about an analogous problem to what ethicists 
call the ‘many hands problem ’ in responsibility ascription (Nissenbaum  
1994). The ‘many hands problem ’ stipulates that attributing responsibility 
in a setting in which there are many agents with varying degrees and kinds 
of involvement is extremely diffi cult. Corporate, military , manufacturing 
and other settings in which many agents are involved and in which the kind 
and degrees of responsibilities are distributed in unequal  ways are problem-
atic for responsibility ascription. When it comes to computational meth-
ods, however, the ‘many hands problem ’ is not only about responsibility 
ascription, but also about which component is causally responsible for any 
relevant aspect of the system’s behaviour. Hence, inspecting computational 
systems is a non-trivial epistemic challenge. If we consider that producing a 
single software product can take a whole research team, or a group of such 
teams, and that each of the individuals or groups may have varying and 
distributed responsibilities we can see that the ‘many hands problem’ has a 
uniquely serious effect on the way we ascribe responsibility, accountability 
and/or even causality in contexts where more sophisticated computational 
methods play a role.

General epistemic opacity  as defi ned above is a relative kind of opac-
ity. Given the example above of the ‘many hands problem ’, someone, 
somewhere could access an existing spreadsheet with all the relevant infor-
mation regarding the provenance of a given component and therefore alle-
viate the relative opacity vis-à-vis that particular agent. And while it may 
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take a longer time and a large amount of resources, the same can be said 
about each and all of the components of an industrially produced piece 
of equipment. That is, in principle, the relevant details of the opaque  sys-
tem in question – in this case a large-scale industrial or military  project or 
equipment – can be known. The fact that general epistemic opacity  is a 
relative kind of opacity also makes it less of an epistemic challenge. If you 
do not know how something works, for example, you can ask someone 
that does or can be assured that someone, somewhere knows and rely on 
their expertise (Barberousse and Vorms 2014). This kind of opacity also 
captures instances in which the same system is opaque  to an epistemic 
agent at one time and transparent to the same epistemic agent at another 
time. That is, if you do not know how a system works you can, in principle, 
learn how it does so. Because few of us are experts at anything, or because 
few of us can be experts at everything, many systems/processes will be gen-
erally opaque  to most of us.

Identifying a system as opaque  in the manner described above offers 
little information concerning the different sources of opacity  or the fea-
tures of the system that make it so. Too many systems qualify as opaque  
in this manner without much information about the different ways by 
which such opacity occurs. To counter this overly general sense of opacity 
in Humphreys ’ defi nition others have suggested that knowing the specifi c 
sources of opacity (Kaminski 2018), and dealing with them on a case-by-
case basis is the only approach to appropriately address issues of opacity 
and trust  in technology (Pitt 2010). Kaminski (2018), for instance, sug-
gests that some instances of opacity in computer simulations will arise 
by virtue of the social aspects of a process such as the number of people 
or teams that participate in a scientifi c project – this is another version, 
focused on epistemic obstacles, of the ‘many hands problem ’ I described 
above. This kind of epistemic opacity , which derives from social aspects 
of a system, also includes instances of opacity that are due to intentional 
corporate and/or state secrecy, as well as the kind that arises due to techni-
cal illiteracy (Burrell  2016). An interesting example of the kind of corporate 
secrecy that is of immediate social consequence are predictive  algorithms  
deployed in a growing and diverse set of judicial procedures in the United 
States . These algorithms and the way they reach conclusions on things like 
the probability of criminal recidivism are kept opaque  not only from the 
judges who use them for sentence or parole considerations, but also from 
the people whose life they affect and the lawyers navigating the judicial sys-
tem on their behalf (O’Neil  2016). The use of these technologies offers the 
present discussion a way to elucidate an important aspect of the nature of 
the challenges posed by opaque  systems to democratic processes. While the 
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consequences of using opaque  predictive algorithms in the judicial system 
has immediate social and ethical consequences in the lives of those directly 
affected, the broader challenge to democratic processes as a whole is that 
they are ultimately closed to epistemic recourse (Kitchin 2014): there is no 
way for those using them or affected by them to understand them, there 
is no way to navigate them and, importantly, there is no way to challenge 
their results. In this sense, these kinds of opaque  systems represent a chal-
lenge to democratic processes insofar as an informed citizenry, a transpar-
ent bureaucracy and challengeable governance are considered essential to 
the fl ourishing of any democratic system. While the court procedures of city 
and state judicial systems may not be directly understood as democratic 
processes in themselves, this example helps to elucidate what makes the 
use of opaque  data analytics and machine-learning  systems in bureaucratic 
decision making something to be genuinely worried about in the context of 
democratic institutions.

A different source of opacity  from those discussed above emerges from 
the different ways in which the mathematical elements of a computational 
process function or malfunction together. Mathematical error, for example, 
is inherent in computational components. Due to discretisation techniques 
and resource constraints, computational approximates of continuous equa-
tions rely on rounding results. Memory slots for individual digits in con-
ventional computers, for example, are often less than the number needed 
for the full representation of particularly large calculations. When each of 
the multiple components and processes in a computer simulation round 
up or down mathematical results to accommodate for these kinds of con-
straints, the discrepancies between what should be and what the computer 
produces are non-trivial. Though there are important developments in the 
ways in which computer scientists are able to assess and correct for this 
kind of error, these developments are yet to be scaled up towards a gen-
eral application in software development. Rather, these developments are 
the kind of resource-intensive proofi ng techniques that only high-precision 
coding benefi ts from. Knowing where and when the rounding error gener-
ates as well as the magnitude of it represents a signifi cant epistemic chal-
lenge. Furthermore, the kind of challenge exemplifi ed by mathematical 
opacity points towards a kind of epistemic opacity  which may prove to be 
even more resistant – or in fact impervious – to inspection than the rela-
tive kind of epistemic opacity exemplifi ed in the general defi nition above. 
This is particularly the case when a machine yields signifi cantly different 
results when no changes in the conventional elements of a computational 
inquiry – components, code, architecture, data, parameters and so on – can 
be detected (Kaminski 2018).
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Mathematical opacity  also points to a kind of opacity whose origins are 
not rooted in limitations on the part of an agent, but rather on properties 
and features of the system under investigation.1 Hence, mathematical opac-
ity is already several steps removed from the kind of opacity due to techni-
cal illiteracy mentioned above. Regardless of an agent’s mathematical and 
technical know-how, the details of a mathematically opaque  system will 
remain hidden.

A difference noted by Humphreys  (2009) provides a possible way to 
sort between the instances of opacity  described above. While some of the 
generally opaque  systems are relative to a specifi c time and to a specifi c 
agent (agent X at time t), a subset of opaque  systems will not be opaque  in 
this relative way. Some systems will be opaque  to an agent at all times or to 
all similar agents all the time. This can be because the nature of the agent 
makes it impossible to access all the epistemically relevant aspects of such 
a system. Humphreys  calls this kind of opacity essential epistemic opacity  
and defi nes it the following way:

Essential opacity : arises ‘if it is impossible, given the nature of X, for X to 
know all of the epistemically relevant elements of the process’. (Humphreys 
2009)

Thus, we can differentiate between those systems that are generally and rela-
tively opaque  and those that are insurmountably opaque  to agents like us.2

In order to better visualise the epistemic implications of a system’s 
essential opacity,  consider the following scenario. Imagine there is an error 
that has to be fi xed in a computer such as the direct recording electronic 
(DRE) systems used in the United States  to vote in federal and local elec-
tions  (Norden and Famighetti 2015). Imagine an erroneous result, in a 
preliminary test or in an actual election , is known but the source and/or 
nature (hardware or software) of the error is not. When it comes to com-
putational methods, as we briefl y touched upon above, the many hands 
problem  simply becomes more complex. The hands (teams/corporations/
institutions) involved, the components necessary and the software are only 
some of the factors. A more troubling fact is that the inner workings of the 
components and algorithms  in such systems are not always accessible to 
other agents, users or even those in charge of testing them (Parnas, Van 
Schouwen and Kwan 1990; Symons and Horner 2014; Burrell  2016). As 
I will show below, each of these components includes a large number of 
lines of code that make up its software, and this alone can make the differ-
ence between a system that is generally opaque  and one that is essentially 
opaque . Although some would argue that there are ways to ensure that 

6357_Macnish and Galliott.indd   1726357_Macnish and Galliott.indd   172 21/05/20   1:20 PM21/05/20   1:20 PM

Published online by Cambridge University Press



Opacity, Big Data, AI and Machine Learning in Democratic Processes / 173

some of the code is accessible, most of the time the practices that ensure 
such transparency  are not available or even viable, particularly if the code 
in question is legacy code – code that was written by others, often a long 
time ago – or if it is code written in a highly idiosyncratic manner. Further, 
as I will detail below, some efforts turn out not to be validly applicable in 
relevant cases. This is because computational methods have at least three 
very particular properties when it comes to error: the fi rst is that, unlike any 
hardware technology, software is particularly sensitive to error (Corbató, 
1990; Parnas, Van Schouwen and Kwan 1990: 638); secondly, unlike any 
hardware technology, the nature, source and distribution rate of its error 
cannot be assumed to be random (Parnas, Van Schouwen and Kwan 1990: 
638); and, thirdly, testing software is notably diffi cult (Symons and Horner 
2014; 2019).

Symons and Horner (2014) exemplify one kind of diffi culty in testing 
software code by considering a trivially small software program consisting 
of 1,000 lines of code. On average 1 out of 10 of those 1,000 lines of code 
will be a command that has the form if/then/else and not just if/then. If 
we wanted to exhaustively check a similar size program that only had if/
then commands it would be pretty straightforward. All that there is to do 
is to check each one of the 1,000 lines of code. However, when the code 
includes an if/then/else command it bifurcates the possible paths that the 
code can take and therefore increases the lines of code to check. A straight-
forward program with 10 command lines has 10 lines to check. A 10-line 
program with one if/then/else command has 20 lines to check. A program 
with 1,000 lines of code and an average of 1/10 commands being an if/then/
else command will have enough lines of code to check to make the task, 
even at the fastest possible computation speed, take several times the age of 
the universe (Symons and Horner 2014; Symons and Alvarado 2016). Soft-
ware systems involved in computational methods such as those required for 
artifi cial intelligence , and even some smaller subcomponents of them, have 
software whose number of lines of code by far exceed the number used in 
the example. A thorough assessment of the proper execution of each line of 
code then is for all immediate intents and purposes not feasible. A task that 
would take anywhere near the age of the universe to be completed is a task 
that, as a process, is opaque  to many more agents than just humans and our 
technologies. So, this process is in effect essentially epistemically opaque .

Someone may say as an objection that if we consider a breakthrough 
in computing processes, like quantum parallel computing, we could sig-
nifi cantly increase the speed at which testing software could be done. If so, 
exhaustively testing an average software system would be in fact possible. 
While this is true, it is hard to see how decreasing the time of a task from 
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several times the age of the universe to half or a quarter of that is genuine 
progress (Symons and Horner 2014). This task remains opaque . Still, it can 
be argued that exhaustive testing of code lines is only one way of assessing 
reliability in software systems. A more useful approach is to conduct tests 
on random samples of a system’s code. By using conventional statistical 
inference theory, one can randomly select samples of code and test their 
execution. By inference, and with the assumption of random distribution of 
error in the system, a reliability assessment of the samples should give us an 
idea of the rate of error in the whole system. If 20 sample lines out of 100 
fail to do what they are supposed to do, then we can say that the system as 
a whole has a 20 per cent failure rate.3 However, there are two main issues 
with this approach. Even before software systems reached the size and com-
plexity seen today, it was well established that the nature and distribution 
of error in software systems is not like that of other systems (Parnas, Van 
Schouwen and Kwan 1990: 638). This is because of two reasons. The fi rst 
is that while in other engineering projects one can assume certain resilience 
to small errors, in software even a punctuation error can be catastrophic 
(ibid.: 637). Secondly, the kinds of error that can affect other engineering 
projects can be assessed by assuming that these errors are ‘not highly cor-
related’ (ibid.: 638). Because of the interconnectedness of software func-
tioning and the fact that many errors are due to design (Floridi , Fresco and 
Primiero 2015), errors in software cannot be considered statistically inde-
pendent (Parnas, Van Schouwen and Kwan 1990), nor can they be consid-
ered randomly distributed (Parnas, Van Schouwen and Kwan 1990; Horner 
and Symons 2014). Thus, deploying statistical inference techniques to test 
samples under the assumption that the errors found will be randomly dis-
tributed is an invalid approach when it comes to software (Horner and 
Symons 2019).

Further, even if this technique were valid consider the following. If the 
number of lines of code to be tested is of the order of magnitude postulated 
in the example above, what constitutes a signifi cant sample set? Testing 
even 5 per cent of the lines of code of a system with 100,000 lines of code 
and an average path complexity of one if/then/else bifurcation per every 
10 lines would put us in the same position as with the original example. 
It would take ages to do. If we managed to test 1 per cent of the lines it 
would be diffi cult to say that we now have a dependable assessment of the 
system’s reliability. It is not clear that path complexity catastrophe applies 
directly to machine-learning  techniques. But it does apply to most of the 
components underlying its implementation. Big data processes are equally 
affected by this problem (Symons and Alvarado 2016). Insofar as artifi cial 
intelligence  algorithms  are designed as symbol manipulation techniques 
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with Boolean thresholds, they are similarly vulnerable. Similarly, if these 
systems rely heavily on machine-learning techniques such as convolutional 
neural networks, then the fact remains that the components used to imple-
ment them are opaque  in the ways described above.

A crucial element of reliability assessment is to understand the source, 
the nature and the rate of error in a system. If our inquiry concerns the reli-
ability of a system, as it would have been in the case of assessing computa-
tional methods deployed in the service of democratic processes, the source, 
nature and rate of error are relevant elements of the system. Not being 
able to assess the reliability of a system is enough to not trust  it (Symons 
and Alvarado 2019). This is particularly the case if these systems are vot-
ing machines  with which voting for national elections  is being done. If, as 
stated at the beginning of this chapter, a manageable level of transparency  is 
essential to democratic processes and political campaigns, as part of demo-
cratic processes are socially consequential settings, then any and all compu-
tational systems used as aids to policy-related issues ought to be amenable 
to reliability assessment. Without this, trust cannot be adequately justifi ed 
(Symons and Alvarado 2019), and without trust democratic systems can be 
easily undermined.

Big Data, Machine Learning and Artifi cial Intelligence 

Despite many overlapping features, artifi cial intelligence , big data and 
machine-learning  techniques can be differentiated by examining the way 
in which each of them is deployed and what practitioners expect to get 
from them (Marr 2016). David Robinson, for example, suggests that ‘data 
science produces insights; machine learning produces predictions ; and 
artifi cial intelligence produces actions’ (Robinson 2018). Questions in 
data science are often associated with explanatory and exploratory que-
ries seeking to extract causal, inferential and sometimes even mechanistic 
insights from datasets (Leek 2015). In contrast, machine learning does not 
require and often cannot consider human capabilities and needs – such as 
explanations and/or causal orderings of a tractable size – in order to work 
(Burrell  2016; Alvarado and Humphreys  2017). There is a sense in which if 
machine-learning processes were designed to be accessible to limited repre-
sentational abilities of humans they just would not work (Burrell  2016: 5). 
Unlike the processes involved in big data analytics, the techniques of 
machine learning are used to compute complex Bayesian probability mod-
els which focus on attaining predictions . These predictions  can be about 
future probabilities concerning a state of affairs in a system. They can also 
be about the probabilities that a certain object and/or data set does or does 
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not contain a feature identifi ed through known or discovered properties. 
However, there is a sense in which all three computational methods are also 
often deployed simultaneously and/or are contained within one another. 
This is particularly the case in artifi cial intelligence techniques which could 
not be deployed without the use of big data analytics and which also often 
include the dynamic processes of learning algorithms  in order to optimise 
their actionable results.

In this section I will treat all three methods as members of the same 
statistically-driven computational techniques in order to elucidate what 
sets them apart from the instances of opacity  which emerge from the 
more conventional computational methods discussed above. When these 
methods are deployed in socially consequential contexts such as bureau-
cratic procedures or democratic processes, their epistemic challenges are of 
a different order. This is because the opacity at play in this context takes 
on many dimensions. The kind of essential epistemic opacity  discussed 
above – related to either path complexity in software testing or mathemati-
cal opacity at the component level – is at play at the most basic level of 
computational systems: their code and algorithmic  operation. In systems 
such as machine-learning  software the issue is exacerbated by the fact that 
machine-learning algorithms  run many iterations of the same models of 
analysis with slight difference in parameters. So not only are there many 
agents involved in the process, or many components, but also many pro-
cesses. Hence, the obstacles to access the epistemically relevant features of 
a system are beyond their underlying algorithmic  nature. In the case of arti-
fi cial intelligence  systems, for example, sometimes thousands of substan-
tially different models are run in order to arrive at the optimal solution for 
a given task. The ‘many hands’ problem thus becomes a ‘many models’ or 
‘many everything’ problem, something that Domingos (2012) deems ‘the 
curse of dimensionality’ in machine learning.

When it comes to machine learning , the number of lines of code or the 
number of people involved in developing the system is not the only ele-
ment that contributes to its opacity . Rather, the scale of data, the number 
and properties of salient features that will be picked up by the process, 
the alterations to the main code done by the learning aspect of the pro-
cess all contribute to its complexity and opacity (Burrell  2016; Alvarado 
and Humphreys  2017). This in itself constitutes an important departure 
from the algorithmic  opacity related to testing lines of code: the algorithm  
itself may prove to be intractable, but also the weights and properties used 
by the algorithm  to optimise its output will be unknown. Furthermore, 
the hidden statistical structures – say, for example, spuriously related data 
items at the deeper analytical levels – will be unreachable for anyone trying 
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to assess whether the results are valid. Alvarado and Humphreys  (2017) 
call this ‘representational opacity’. This sort of opacity occurs when a data-
processing method fi nds a ‘concealed statistical structure’ (ibid. 2017) 
within a data set that cannot be interpreted by or represented to us. It arises 
not only from the size of the system or how complicated it is to follow, 
but rather from the required dynamics of its working. According to Jenna 
Burrell  (2016) these complexities arise due to the scale at which machine 
learning is required to be deployed to work as intended. The many dimen-
sions in which machine-learning methods work quickly become intrac-
table. If they are coupled with the ‘many hands’ problem  and the path 
complexity problem, we can see how the level of opacity at play in these 
technologies is unprecedented.

When it comes to socially consequential contexts, the validity of the 
results of a big data or machine-learning  analysis is not the only aspect 
of concern. The fairness and desirability of the elements considered in 
the analysis is also something to worry about. In this sense, even the fact 
that the machine will be using a discovered relation between one item 
and another could be questionable in itself. Predictive  algorithms  that 
take into consideration implicit or explicit racial elements for judicial 
procedures – whether or not they indeed show a statistically signifi cant 
relation to a relevant aspect of the inquiry – are something that most 
advocates of fair justice  systems would fi nd undesirable (O’Neil  2016). 
The main problem for the purpose of our discussion, however, is that 
both these kinds of deep analytic considerations and the operations 
necessary to discover their statistical relations will be essentially hidden 
from our sight.

Consider the following. When district maps are analysed through the use 
of highly sophisticated big data analysis in order to optimise the outcome for 
candidates of a specifi c party, there is reason to worry. The reason, however, 
is not merely the fact that those using these techniques are seeking an advan-
tage through the politically questionable practice of parsing out districts in 
arbitrary ways. Rather, the worry is that they are using a technique that is 
often not amenable to inspection and/or challenge because of the many rea-
sons listed above. Similarly, when people are being targeted through market-
ing campaigns designed to exploit their cognitive vulnerabilities in order to 
nudge  their electoral behaviour (Zuboff  2019), there is an added insult to 
the social injury that is rooted in the use of opaque  technologies. When big 
data analytics, machine-learning  algorithms  and the decisions of intelligent 
systems are deployed in these contexts, often neither those that use them 
nor those that are affected by their use fully understand the mechanisms by 
which they arrive at their results (O’Neil  2016). Often, the results associated 
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with these technologies are used to parse individuals, or groups of individu-
als, into actionable categories. That is, these technologies are parsing people 
in ways in which something can be done to them without them knowing 
(Zuboff  2019). This in itself is a signifi cant problem to a democratic society 
(Murray and Scime 2010; Cadwalladr 2017). And yet, consider that data 
analytics and predictive  techniques are not only used within some demo-
cratically established systems, but sometimes even outside them to assess 
the probabilities of democratisation of seemingly undemocratic societies 
(Kimber 1991). These assessments in turn inform and possibly infl uence 
global interventions that seek, ironically, to nudge  nations towards more 
democratic structures of government.

The common thread in the examples above, however, is that the com-
putational methods that make such interventions possible are themselves 
opaque  in a way that leaves the agents affected by their implications devoid 
of epistemic recourse. That is, given the broad discussion above of the dif-
ferent ways in which these technologies are opaque –  inaccessible to agent 
understanding, inspection and/or challenge – these technologies diminish 
the likelihood of an informed citizenry at the helm of democratic processes. 
This is more reason to tread carefully in their deployment and to make sure 
that while they may be used for speculative and exploratory work, they are 
only cautiously attached to policy-making procedures. We have to come to 
terms with whether deploying a system whose reliability we cannot assess is 
something that we should do. In this sense, both what is reliable and what 
is trustworthy would have to be redefi ned in a way that omits appeals that 
are rooted in explicit explanatory criteria and assume the diminished – if 
perhaps pragmatic – epistemic stance that only predictive  prowess matters 
when we are to justify why they are so. If this is the case, the role of the 
epistemic agent, us, at the core of democratic processes will be signifi cantly 
reduced (Gorton, 2016).

Conclusion

This chapter does not address the many possible threats that arise when 
computational methods such as big data, machine learning  and artifi cial 
intelligence  do or do not work as intended and/or the repercussions either 
way.4 Rather, this chapter focuses on the fact that if they do or do not work 
as intended, the reasons why they do or fail to do so will be beyond inspec-
tion or revision because of their opacity . This fact alone should suffi ce as a 
warning going forward. This is particularly the case if our ability to create 
a conscious, revisable democratic environment implies the need for free, 
deliberate and knowledgeable choice.
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Understanding the different kinds of opacity  present in these computa-
tional methods is a fi rst step towards transparency . If the opacity in question is 
insurmountable, then understanding so provides at least a way to consciously 
allocate resources where they may make a difference. It will also provide a 
reason to think twice about the contexts and the ways in which we deploy and 
trust  these technologies going forward.

Notes

 1. This is in fact a very important distinction, albeit one for which I do not have 
space to elaborate in this particular chapter. Suffi ce it to say that in the con-
text of explanations of epistemic opacity  some will point towards the limita-
tions on the part of the agent and some will point to features of a system. 
As it will become clear as we move forward, what both general and essential 
opacity have in common is that they are agent-based accounts of opacity. 
Both place the source of opacity within the agent. Furthermore, some other 
systems/processes will be opaque  due to limitations that almost any other 
agent would have, even agents signifi cantly superior to us. Inevitably, while 
the distinction between general and essential opacity will capture many 
instances, it will fail to capture instances of opacity that (a) do not respond 
to, or (b) do not emerge from the limitations or abilities of agents. I call these 
instances of opacity agent-neutral and agent-independent, respectively. Simi-
larly, it would be incorrect to assert that the opacity in agent-neutral cases is 
due to the nature of X when X stands for an individual/specifi c kind of agent 
if the instance of opacity arises by virtue of a property shared by all fi nite 
epistemic agents.

 2. In most cases, this can, of course, mean humans as a whole species of know-
ers. However, and depending on the system and the agent, it can also mean 
whatever fi nite cognitive agent with limited epistemic resources encounters 
such an opaque system. While this last point is a deeply philosophical one on 
the nature of cognitive agents and the kinds thereof in the universe, the point 
here is merely to illustrate that some systems may be opaque to any conceivable 
agent that is not older than the universe itself. So, for example, if fi nding some-
thing out can take two times the age of the universe, then in principle any agent 
that is younger than the universe itself and whose life will last less than the age 
of universe itself, will not have time to fi gure it out. In more practical terms, in 
the near future, this will apply to any fi nite machine or process that we take to 
be a knower too.

 3. The probability assessments in actual software testing are a lot more sophisti-
cated and intricate than the example shows, but for all intents and purposes, 
they function by the same statistical principles whose assumption is being chal-
lenged here.

 4. For a thorough overview of these threats, see boyd and Crawford (2012); 
Amoore (2014); O’Neill (2016); and, more recently, Zuboff  (2019).
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TWELVE

The Big Data Paradox and Its Importance to 
Strategy and Military  Systems Development

Tim McFarland, Jai Galliott and Massimiliano Cappuccio

Introduction

For militarily advanced countries, confl ict is becoming increasingly infor-
mation-centric. As a tool for supporting strategic and tactical decisions, 
designing weapons  and increasingly as a weapon (or target) in itself, data 
and the infrastructure for gathering and processing it is critical to the 
success of military  undertakings. Complex operational environments, 
large battlespaces and adversaries that follow unconventional strategies 
place heavy demands on commanders who must make, and justify, deci-
sions which depend on huge numbers of variables. Accordingly, armed 
forces  gather and process vast amounts of data from many sources, both 
military and civilian, to support those decisions. The task of gathering, 
storing and analysing that data increasingly falls within the scope of ‘big 
data’ projects.

Armed forces are aware of the stakes, as suggested by the vast resources 
allocated by American , Chinese  and other armed forces  to the develop-
ment of big data technologies during the past ten years. Those technolo-
gies offer unprecedentedly effective tools for systematically retrieving 
information and establishing correlations within extremely large, hetero-
geneous and unstructured data sets. The unstructured data that are actively 
harvested and interpreted by mining technologies come not only from 
traditional data storage devices, but from virtually any online system. The 
advantage offered by the capillary presence and interoperability of these 
technologies enables an innovative concept of intelligently selective col-
lection and analysis: much better than its precursors, big data technol-
ogy identifi es context-sensitive information, recognises and compares the 
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occurrence of relevant patterns across many formats and media, reveals 
the presence of unobvious correlations among large numbers of variables, 
and generates predictions  about their most likely effects.

Big data has great potential to support security  through intelligence col-
lection, in particular (Thuraisingham et al. 2017). Surveillance  and recon-
naissance operations benefi t from big data’s capability to scan very large 
environments, detecting specifi c individuals, facilities, weapons  or other 
threats (Andrejevic and Gates 2014): pattern recognition routines are used 
to automate the analysis of footage recorded by UAVs patrolling seas to 
spot objects of interest (Costlow 2014). The Defense Advanced Research 
Projects Agency (DARPA) developed two data-mining programs to antici-
pate unapparent threats during the US -lead mission in Afghanistan . The 
fi rst (Nexus 7) was ‘to predict insurgent attacks’, using the same kinds of 
predictive  technologies developed by Amazon  to infer customers’ pur-
chases (Weinberger 2017). The second (More Eyes), used a crowd-sourc-
ing  technique to collect data voluntarily shared by local communities in 
Afghan provinces, catalysing ‘the local population to generate “white” data 
useful for assessing stability at multiple levels (regional, provincial, district 
and village)’ (Weinberger 2017).

Big data also serves logistics by optimising the management of space 
and time, streamlining workfl ow and reducing the need for manpower, 
hence, increasing the effi ciency of operations (Yang et al., 2016). Relevant 
programs here include the Conditioned-based Maintenance program (Zhai 
et al. 2018); the Joint Medical Asset Repository; the Person-Event Data 
Environment (Vie et al. 2015); and a 2014 DARPA program called ‘Mining 
and Understanding Software Enclaves’ (Costlow 2014; Lele 2018).

To summarise, big data technologies allow armed forces  to extract 
actionable information from the data they collect, but also present new 
risks which must be carefully managed. Being a new fi eld in which tech-
nology is surging ahead and new applications are appearing almost daily, 
the risks it presents are constantly changing and are not well understood, 
and frameworks for managing those risks are still developing (Finlay 
2014; Gandomi and Haider 2015). This chapter aims to assist with that 
development effort.

Philosophers have questioned both the nature and the validity of the 
knowledge provided by data-mining techniques, raising various concerns 
of an epistemological nature. Ebach et al. (2016) point out that, while big 
data’s potential to extract signifi cant information is huge, it is also associ-
ated with exaggerated or misdire cted expectations. Big data can effectively 
establish correlations based on statistical distribution, but its ability to gen-
erate authentic explanations is limited.
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Big data analyses also tend to fi lter out models and contents that could 
challenge a user’s biases . This tendency creates ‘fi lter bubbles’ , a phenom-
enon made familiar to Internet users by the advent of personalised web 
content combined with data-based profi ling  (Pariser 2011). Such bubbles 
encourage evidence-denial and generate self-fulfi lling prophecies because 
the system tends to target pre-selected information sources with pre-
selected relevance criteria, and produces effects that selectively strengthen 
its own models.

Another problem pointed out by the critics of big data is the unjusti-
fi ed trust  in its effi ciency (Tenner 2018). The ability to scan and compare 
extremely large sets of documents, combined with the seemingly omni-
scient power of data mining, creates the illusion that automated systems are 
more reliable than their human counterparts, while they lack the common 
sense, creativity, and authentic innovation that are unique of the human 
critical mind.

In what follows, we focus on the idea of the three ‘paradoxes’ of big 
data that stem from these more general issues, as put forward by Neil 
M. Richards and Jonathan H. King: transparency , identity and power 
(Richards and King  2013). They are applied here in a military  and secu-
rity  context to offer a simple framework that may assist in identifying 
risks that might threaten the success of big data operations in these fi elds 
of operation. The next three sections discuss each of the paradoxes in 
turn, and the fi nal section offers some thoughts about addressing chal-
lenges that have been identifi ed.

Transparency  Paradox

The transparency  paradox is the observation that ‘[b]ig data promises 
to use this data to make the world more transparent, but its collection 
is invisible, and its tools and techniques are opaque’  (Richards and 
King  2013: 42). The issue of transparency is signifi cant as it underlies 
most of the concerns about the collection and use of big data by gov-
ernment and corporations: privacy , consent and accountability. On the 
one hand, a lack of transparency can incite resistance from those whose 
data is collected and used, prompt restrictive responses from lawmakers 
and undermine efforts to apply big data techniques to problem areas 
in which they could yield real benefi ts. On the other hand, a degree of 
opacity  is a practical requirement for some applications, and, on a tech-
nical level, is a natural quality of the complex systems and algorithms  
employed.
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Broadly, four types of factors contribute to a lack of transparency  in the 
workings of big data operations as they pertain to the military : commercial, 
legal, physical and technical. Commercial considerations often dominate 
because much research and development of big data systems is done by 
corporations. In many commercial fi elds, an ability to gain insights from 
big data analysis is widely seen as becoming critical to companies’ chances 
of success, and governments’ ability to effectively govern; consequently, the 
market for big data technologies is estimated to be worth tens of billions of 
dollars per year today, growing to hundreds of billions in the coming years 
(Columbus 2018). It is a commercial necessity for developers of big data 
technologies to closely guard their innovations.

Legal measures are similarly employed by big data vendors to prevent 
competitors and others from learning the details of their systems’ operations. 
Private sector bodies generally protect their innovations as trade secrets and 
other forms of intellectual property, while public bodies may, depending on 
their role, be bound to secrecy by national security  legislation.

Stringent physical security  measures protect the data centres which 
house data collected by big data systems. Given that they frequently 
house valuable commercial and national security assets, physical access 
to data centres is generally tightly controlled and restricted to authorised 
personnel only. Outside the data centre, many of the devices used to 
collect and process data also enjoy a level of physical security, often by 
dint of being discreet and ubiquitous to the point that they do not attract 
attention.

Finally, the technical nature of big data systems tends to limit transpar-
ency . The inherent complexity of big data algorithms , and the broader sys-
tems used for gathering and processing the data, naturally impart a degree 
of opacity  to the systems. Encryption is also widely employed in various 
ways to prevent unauthorised access to both gathered data and the systems 
which gather and process them.

In many applications, military  organisations have a legitimate need for 
secrecy which would be well served by this tendency towards opaque  oper-
ation. Intelligence gathering is perhaps the canonical example. However, 
secrecy must be managed carefully. Transparency  in the handling of data 
is generally important to people subject to the outcomes of data-based 
decision making and, by extension, to organisations seeking to employ 
big data for their own purposes. Where legal, ethical, social or practical 
considerations require a degree of transparency , it is necessary for data-
gathering organisations to provide it, without defeating the purpose they 
hope to achieve.
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Transparency  from Outside

Military  big data systems potentially gather and process data, directly or 
indirectly, from and about a very wide range of entities:

machine data is generated by the movement of ships, aircraft and vehicles, 
satellites in space, drones, Unmanned Aerial Vehicles (UAVs), reconnais-
sance aircraft, sensors and Battle Field Surveillance  Radars (BFSR). Human 
generated data include data from social media  sites like YouTube , Facebook , 
[Twitter ], and so on. Business data is generated from all e-commerce 
transactions. (Haridas 2015: 72)

With some entities the military  has a relationship which constrains its 
behaviour in relevant ways, often via moral or legal obligations. Galliott 
identifi es one basis of such obligations in an ‘implicit contract’ accord-
ing to which ‘the military has an obligation to effectively and effi ciently 
provide for the safety and security  of the state and its people, while ensur-
ing that it does not [act] against the people’s broader interests’ (Galliott, 
2015: 50–1). An adequate level of transparency  on the part of military 
organisations engaged in data collection and processing is arguably a 
practical necessity for, if not an intrinsic part of, such a contract. A state 
that bears protective obligations to its citizenry, and fulfi ls those obliga-
tions via military force, must have suffi cient information about military 
activities which potentially affect the interests of its populace to fulfi l its 
obligations.

Further, a degree of transparency  is necessary to secure a reasonable level 
of support from service members and the general public; people are less 
likely to object to personal data  being collected and used for military  pur-
poses if the fact and manner of collection and processing is understood. The 
US  Army ’s Human Capital Big Data (HCBD) initiative recognises this and 
states, ‘Individuals are entitled to understandable information about how 
the Army  collects data on them, who has access to that data, and how that 
data will be used and secured’ (Lester et al. 2018: 108).

The problem of how to manage unanticipated secondary uses of data 
sets has also motivated a large proportion of the legal and ethical discussion 
about big data. Much of the power of big data analysis comes from using 
previously collected data in new ways to produce new insights (Richards 
and King  2014: 421). Analytical tools designed to mine data sets for previ-
ously unidentifi ed correlations often lead to unexpected and valuable infer-
ences and predictions , to the extent that such activity is a major driver of the 
global market for big data sets.
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Despite the potential value to be realised from secondary uses of data, 
some uses result in scandal, which creates public distrust and threatens 
the organisations which take part. A recent and prominent example is the 
furore over the use by data analysts Cambridge Analytica  of data gathered 
from Facebook  users. Cambridge Analytica ‘offered tools that could identify 
the personalities of American  voters and infl uence their behaviour’ (Gran-
ville, 2018), powered by private data scraped from users’ profi les, largely 
without their consent (Watkin, 2018). As discussed elsewhere in this vol-
ume, the political and public response has been very damaging to the fi rms 
involved and has arguably cast suspicion on other organisations engaging 
in big data analytics.

The power to fi nd new correlations between apparently unrelated enti-
ties comes at the cost of transparency  in how collected data is being used, 
in that neither the entities which supply data nor the entities to which the 
data collector is accountable  can know of those secondary uses in advance. 
The resulting threats to privacy  and accountability have already prompted 
regulatory responses in some jurisdictions. For example, European  law rec-
ognises a principle of ‘purpose limitation’ by which data that is considered 
personal must be used only for ‘specifi ed, explicit and legitimate purposes 
and not further processed in a way incompatible with those purposes’ 
(Forgó, Hänold and Schütze 2017: 17).

The rapid progress of data protection regimes around the world sug-
gests that organisations collecting and processing data will be subjected 
to even tighter regulation in the future. They must carefully design trans-
parency  measures to satisfy all legal and other requirements, and ensure 
political support, without undermining the purpose for which data is being 
collected.

Transparency  from Inside

It is a common observation that useful big data analytical results have been 
achieved at the expense of greater complexity in the software that is used to 
analyse data (de Laat 2018: 536–9). In some cases, algorithms  have become 
so complex that the interpretability or explainability of decisions based on 
analysis of big data sets has suffered in the search for accuracy; the decision 
maker knows what the analysis recommends, but does not know why.

If the results of data analysis are to be used in making a decision, but 
those results cannot be adequately explained by the entity responsible for 
making the decision, the usefulness of the analysis is curtailed. Decisions 
for which a rationale cannot be provided are likely to be seen as arbitrary 
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and unreasonable, and will often incite resistance in those affected by the 
decision (Galliott 2016, 2017, 2018; Galliott and Scholz 2018; Wyatt and 
Galliott 2018).

As discussed, armed forces  personnel are accountable  to the state to 
which they belong. Implicit in that is the ability to explain decisions and 
actions made in the course of their duties. In an armed confl ict, legal obli-
gations require that parties responsible for tasks such as selecting targets 
and authorising the use of force be able to account for their decisions 
(Pilloud and Pictet, 1987: 680). That required level of certainty demands 
a high degree of transparency  from any data analysis which contributes to 
targeting decisions.

Identity Paradox

The identity paradox concerns data about people. It is based on the observa-
tion that ‘[b]ig data seeks to identify, but it also threatens identity’ (Richards 
and King  2013: 43). Many governmental and corporate big data operations 
aim to compile information about people, building profi les by which an 
analytical process can identify important characteristics of those people. The 
paradoxical aspect is that decisions based on a person’s profi le may infl u-
ence, or even alter, the identity of the person on which it is based. Richards 
and King  (2013) cite examples of audience data collection by Google  and 
Netfl ix , and how that information might shape the search results and view-
ing recommendations they deliver, and in turn shape the views of the audi-
ence who consumes that content (ibid.: 44). Much of the concern expressed 
about big data in academia and the media relates to the possibility that it 
will be used (or abused) to interfere with the lives of profi led individuals.

There is a corollary to the identity paradox, not explicitly mentioned 
by Richards and King : that the way a data gatherer interacts with a data 
subject is based on the assembled profi le of that person, an abstraction that 
is certainly incomplete and may contain errors. Decisions which require a 
decision maker to accurately account for the individual characteristics of 
a data-subject risk being based on a poor understanding of that person. 
Systemic errors in large sets of profi les may distort the results of analysis 
performed on those profi les. Actions based solely on incomplete profi les 
risk being inappropriate, unjustifi able or arbitrary.

Shaping

Big data analysis is a powerful means of shaping behaviour. The most obvi-
ous example is the huge growth of the online advertising  market fuelled 
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by technologies which track Internet users across websites, record their 
purchases and other online activities, and link those details to other data, 
including their contacts and perhaps their real name and address. More 
broadly, governments and corporations have for some years been engaging 
in a practice known as ‘nudging’ : that is, guiding behaviour through sub-
tle, non-coercive measures based on insights into behavioural psychology, 
increasingly backed by profi les assembled in big data operations (Thaler 
and Sunstein  2008).

Less dramatically, software which is used to make judgements on the 
basis of gathered data may be perceived as biased, leading to public con-
troversy. Such controversies harm the image of the organisations involved. 
That is so regardless of their intentions, and, to an extent, regardless of 
whether there is substance to the damaging claims. Any organisation that 
gathers and uses big data, including armed forces , must avoid being per-
ceived as using that data in biased or manipulative ways.

There is also regulatory risk associated with claims of manipulation or 
bias . Governments, which have an interest in protecting the rights of their 
populace and reining in exploitative practices, have begun to react strongly 
to abuses of data-derived knowledge by organisations. Following the rev-
elations about Cambridge Analytica ’s activities, various governments con-
ducted investigations and several legal complaints were fi led (Solon and 
Graham-Harrison 2018). Some legislatures have passed laws protecting the 
interests of people whose data may be utilised for commercial or govern-
mental purposes (European  Commission 2018).

Analysis of social media  data can also be very useful for intelligence 
organisations. For example, ‘During the fi rst two weeks of the 2011 Egyptian  
revolution, “over 32,000 new groups and 14,000 new pages were created 
on Facebook  in Egypt”’ (Van Puyvelde, Coulthart and Hossain 2017: 1411). 
Any restrictions on access to social media data, or risk of bad publicity or 
legal repercussions stemming from such access, are therefore a concern. 
Armed forces wishing to realise the benefi ts of access to such information 
must carefully manage both their conduct and the public perception of 
their activities so as to avoid scandal.

Errors

Regardless of the purposes for which personal profi les are intended or how 
they are compiled, the data on which those profi les are based will not be 
perfectly accurate, whether due to sampling biases , errors or omissions in 
individual profi les, or other fl aws. The problem of dealing with bias  which 
might affect inferences drawn about the population from which a sample 
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is taken, is common to all studies relying on statistics, and has been widely 
analysed (Kaplan, Chambers and Glasgow 2014).

A problem that is perhaps more characteristic of emerging applications 
of big data is the possibility of fl aws in the data or software used in auto-
mated decision-making systems, which result in incorrect decisions being 
made about individuals. This problem is not unique to big data operations, 
having existed for as long as organisations have been using gathered data 
about people as an aid in decision-making. It becomes particularly impor-
tant, though, where there is an effort to delegate more decision-making to 
machines, with less direct human involvement, especially in the deploy-
ment of lethal force.

The possible consequences of errors in automated decision-making 
are as diverse as its applications. Where the data and decisions relate to 
an armed force’s own service members, the core consideration is perhaps 
trust , which carries ‘an amplifi ed importance in the military  because life 
and death outcomes as well as national security  are at stake’ (Schneider, 
Lyle and Murphy, 2015: 17). Sharing personally identifi able data, or data 
which may be used for purposes which affect one’s interests, necessarily 
means trusting the entity collecting that data to protect the interests at stake, 
both in terms of keeping the data confi dential and adopting responsible 
practices in making decisions based on those data.

In combat situations, the consequences of poor automated decision-
making practices might be much more dire. Consider the developing role 
of data analysis in targeting decisions. There has been some controversy 
about revelations that the NSA  has used metadata from 55 million Pakistani 
mobile phone users to generate intelligence designed to support drone strikes 
(National Security  Agency  2012). Dubbed the SKYNET program, the system 
aimed to identify people who might be couriers carrying messages to and 
from Al Qaida  members, based on data such as which towers their phones 
connected to at what times, call patterns and so on.

Power Paradox

The power paradox is based on the idea that power will be concentrated in 
those organisations which are able to gain new insights from data analysis 
at the expense of other organisations and people whose data is collected 
and analysed. This is because insights yielded by data analysis will often 
have security , strategic or commercial value, enhancing the power of enti-
ties that possess them over those that do not.

This is partly an issue of civil–military  relations, but also an issue within 
and amongst the units of armed forces  and alliances. It is not simply a matter 
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of transferring power from one group to another, though. The resulting 
power imbalance, and the lack of clarity about its limits and how they will 
be regulated, creates risks for organisations engaged in big data analysis: 
‘Not knowing the appropriate legal or technical boundaries, each side is left 
guessing. Individuals succumb to denial while governments and corpora-
tions get away with what they can by default, until they are left reeling from 
scandal after shock of disclosure’ (Richards and King  2013: 45). That is the 
paradoxical aspect: by gaining power in the form of the insights yielded 
by data analysis, an organisation also takes on risk in two forms: fi rst, due 
to rapidly evolving and poorly defi ned legal limits on the acquisition and 
use of that power; and, secondly, due to the possibility of data breaches by 
adversaries, criminals or insider threats.

Concentrating Power

It is common for development of a new technology to concentrate power in 
the hands of parties which operate it. Big data is no exception, and big data 
systems possess two characteristics which indicate that some concentration 
of power is inevitable.

First, a consequence of the transparency  paradox is that the sharing of 
information is only in one direction, from data-subjects to analysts. This is 
particularly true in a military  context where collection may not be public 
knowledge, even amongst soldiers and military units. If analysis of that data 
reveals some pattern or insight which yields an advantage to the analyst 
then, in a real sense, ‘information is power’.

Secondly, big data capabilities are heavily reliant on infrastructure 
(Andrejevic and Gates 2014: 188). Beyond the advanced hardware and 
software needed to effectively store and analyse huge quantities of data, 
an organisation must have access to equipment and networks to gather the 
data, as well as specialist staff to build and maintain that infrastructure and 
analyse the gathered data. Those needs represent signifi cant technical and 
fi nancial barriers to entry for individuals and small organisations that may 
otherwise yield military  advantage.

Unsettled Rules

Existing laws and organisational policies regulating the acquisition and 
use of data are not always appropriate for the applications and capabilities 
unlocked by big data analysis. The rules and policies most at issue are those 
relating to the privacy  of people whose data is gathered and processed. For 
military  operational purposes, privacy is less likely to give rise to signifi cant 
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legal risk; commanders must be as certain as circumstances allow about 
important decisions, such as selecting targets, but have considerable lati-
tude in the sources of information they draw on to achieve that certainty. 
The risks of controversy and negative public perception remain, though.

The degree of risk borne by armed forces  relying on big data analysis 
is also likely to depend heavily on the level of human control  over each 
decision: is it a human-made decision backed up by data analytics, or a 
machine-made decision followed by humans? If the former, then it is less 
likely to raise novel concerns. If the latter, then the degree of human ‘owner-
ship’  is at issue: what degree of human oversight or direct human involve-
ment in decision-making is required?

Practices adopted by some governmental and corporate entities have 
already raised signifi cant concern among regulators and the public; con-
sequently, new uses of big data are increasingly viewed with caution and 
scepticism (which may be unrelated to their potential value) (Mawad et al. 
2018). Perceived abuses are likely to provoke a backlash, including restric-
tive regulatory measures. Those practices have developed in part due to the 
absence of clear regulatory limits on the gathering and use of data. Conse-
quently, regulators around the world are responding with laws which place 
increasingly stringent requirements on organisations accessing potentially 
sensitive information about people. That regulatory environment is rapidly 
changing, and so presents a risk to organisations seeking to make long-term 
investments in big data, including the military .

Data Breaches

While accumulating data allows an organisation to gain power, it also 
makes the organisation an attractive target for parties seeking to obtain the 
data for their own purposes. This risk is inherent in the possession of data. 
Given the sensitivity of the data that is typically stored for military  pur-
poses, the threat of attempted breaches is high.

Successful breaches may be disastrous for affected organisations and 
for individuals whose data is compromised. Breached organisations suf-
fer, at least, scandal and loss of trust . Individuals whose data is stolen may 
become victims of identity theft or other attacks. Of course, many more 
serious threats may follow from an adversary or criminal gaining access to 
information with strategic or security  value.

Responding to the Challenges

The big data paradoxes are based on the idea that certain types of risk are 
inherent in big data systems and operations: the opacity  necessary to protect 
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and exploit sensitive data tends to limit accountability and public support; 
decisions about people based on data-derived profi les risk being intrusive 
and manipulative, and are only as accurate as the data on which they are 
based; insights derived from big data analysis entrench and extend existing 
power imbalances and may force organisations into uncharted ethical and 
legal territory.

Consideration of the three paradoxes in relation to a specifi c application 
of data analysis yields a basic taxonomy of the types of risk to be managed. 
Managing those risks is then an exercise in data governance, a fi eld that 
faces a raft of new challenges from the growth of big data. New applica-
tions, new methods of gathering and analysing data, the expanding scope 
of data-driven activities and their reach into people’s lives, and higher levels 
of reliance on analytical outcomes by governments and corporations are all 
testing the limits of established data governance practices.

Part of the challenge for organisations attempting to establish new data 
governance regimes is that early exploitation of big data by government 
and private industry has triggered changes in societal attitudes which have 
not yet settled, but which must be refl ected in governance procedures. Atti-
tudes to privacy  are perhaps the prime example. The extensive monitoring 
of individuals which has led beyond the ‘surveillance  state’ to the emer-
gence of the concepts of the ‘surveillance economy’ and ‘surveillance capi-
talism’ has raised widespread concerns about protecting individual privacy 
and has prompted responses from companies and regulators (Hirst 2013; 
Zuboff , 2015).

More fundamentally, some scholars have proposed that the idea of pri-
vacy  needs to be re-examined in the light of the new challenges and prom-
ises offered by big data. These proposals would move away from viewing 
privacy as secrecy of information, and instead focus on confi dentiality of 
shared information (Richards and King  2014; Soria-Comas and Domingo-
Ferrer 2016) and accountability of those entities with which information is 
shared (Mayer-Schönberger  and Cukier 2013: 173).

Currently, though, the boundaries of what is legally permissible and 
socially acceptable are a moving target for organisations developing data 
governance regimes, military  and non-military. As such, there is no compre-
hensive guidance for adapting organisational policies for big data manage-
ment. It will require new expertise and perhaps new institutions.

For the foreseeable future, those changes are likely to be made piece-
meal, but one theme emerging in the literature is the idea of using a trusted 
third party to monitor or audit big data collection and analysis (Mayer-
Schönberger  and Cukier 2013: 178–82; Richards and King  2014: 429–30). 
While review boards, auditing committees and similar bodies are a com-
mon means of overseeing organisational activities, their role in managing 
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big data operations is still the subject of discussion. The role of a third party 
would be to help an organisation manage the risks inherent in big data 
operations without threatening the ability to achieve the aims of the opera-
tion. With respect to the transparency  paradox, such a body would repre-
sent the interests of the state and individuals whose data may be in use, 
ensuring that their rights are protected, while also protecting sensitive oper-
ational information from being accessed by hostile parties. With respect to 
the identity paradox, it may act as a quality-control  body, helping to ensure 
that errors in personal data  profi les do not undermine the validity of deci-
sions based on those profi les. The power paradox arises largely from a lack 
of clarity at a societal level about the rules which should govern use of data, 
and so is likely to persist until that broad clarity is achieved. However, a 
trusted review body could assist with the problem of reliance on third-party 
software if empowered to audit software for vulnerabilities and consistency 
with organisational requirements.

A signifi cant amount of associated work will be required to support 
such an endeavour. An organisation, or a society as a whole, must fi rst 
decide upon the principles and rules which an oversight body is to pro-
tect. Software standards must be developed in terms of auditability and 
transparency  of operation. Professionals must be trained with the required 
analytical or auditing skills. In the meantime, the three paradoxes defi ned 
by Richards and King  and applied here to the military  may provide a use-
ful framework for organisations putting in place their own governance 
solutions.

Conclusions

Applications of big data in military  operations are not essentially different 
from civilian applications in areas such as fi nance, sociology and medicine. 
However, military applications are often unique insofar as they involve 
national security  considerations and high levels of secrecy that refl ect secu-
rity concerns. As they are expected to comply with strict security and ethical 
protocols, military personnel using data-mining applications must undergo 
specifi c professional preparation to comprehend their obligations and 
entitlements and learn how to assess and counter possible threats. These 
include the paradoxes discussed in our chapter.

The military  is accountable  for the use of sensitive information about 
citizens and groups, as it is entrusted by society with a mandate to use 
potentially destructive technologies fi nanced through public sources. How-
ever, in certain circumstances, the military might claim the right to decline 
any request to disclose whether it has collected sensitive information as part 
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of a mission that made it indispensable. Whenever it claims such right, the 
military has to face the paradox of transparency .

Defence forces are accountable  for the use of data-mining technologies 
that automate the process of profi ling  individuals, whether they target mili-
tary  or civilian populations. Further work is necessary to defi ne the respon-
sibilities and challenges, and to determine whether specifi c restrictions must 
be enforced. This work will need to account for the paradox of identity.

Finally, national or supranational institutions inquire about whether 
the armed forces  have collected, stored or shared with third parties sensi-
tive information in their own country or in allied countries. The military  
has the responsibility to balance privacy  and security , protecting them both 
as much as is feasible. The use of big data to monitor and make decisions 
about people involves issues of legitimacy and justifi cation, and as such it 
involves the paradox of power.
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THIRTEEN

Beyond the Concept of Anonymity: 
What is Really at Stake?

Björn Lundgren

The aim of this chapter is to discuss anonymity  and the threats against 
it – in the form of de-anonymisation  technologies. The question in the title 
above is approached by conceptual analysis: I ask what kind of concept we 
need and how it ought to be conceptualised given what is really at stake. 
By what is at stake I mean the values that are threatened by various de-
anonymisation technologies. It will be argued that while previous concep-
tualisations of anonymity may be reasonable – given a standard lexical, or 
common-sense, understanding of the term – the concept of anonymity is not 
suffi cient given what is really at stake. I will argue that what is at stake is 
our ability to be anonymous , which I will broadly characterise as a reasonable 
control  over what we communicate.

The concept of anonymity has not – unlike the closely related concept 
of privacy –  been given much attention by philosophers. The word ‘anony-
mous ’ comes from the Greek anōnumos, which originally meant ‘without 
name’ or ‘nameless’.1 However, as Kathleen A. Wallace notes, this is not 
the only sense of anonymity, neither is it the most interesting one (Wal-
lace 1999: 23). According to Wallace a person P is anonymous , in a given 
respect, when others cannot coordinate traits so that P can be identifi ed 
(ibid.: 25). Thus, we can conclude that on Wallace’s view anonymity is non-
identifi ability or, technically, ‘noncoordinatability of traits in a given respect(s)’ 
(ibid.: 25). While Wallace thinks of her defi nition as conceptual or meta-
physical, her aim is also that it should enable us to analyse what is at stake 
(ibid.: 34).

Before Wallace, Helen Nissenbaum  (1999) argued for a narrower 
conception of anonymity . According to Nissenbaum , what is at stake is 
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non-reachability, that is, what matters is not whether you can identify 
me, but whether you (after identification) can reach me. On the one 
hand, Nissenbaum ’s narrower conception makes sense if we think of, 
for example, criminals, who occasionally may care less that we know 
they commit a crime , as long as they can avoid punishment. On the 
other hand, it is also reasonable to argue that it is too narrow, given 
that the task of avoiding reachability may incur harm because one is 
identified.

Finally, Steve Matthews (2010), while discussing anonymity  in rela-
tion to the social self, argues for another conception. According to 
Matthews, anonymity is non-trackability. What matters is neither only 
not being identifi ed nor only not being reachable, but not being track-
able over our social contexts. Matthews illustrates his point using exam-
ples discussed by Laud Humphrey about male-to-male encounters in 
public bathrooms. Matthews points out that these men were both partly 
identifi ed and reachable and that what mattered to them was not avoid-
ing identifi cation or reachability in the context of their encounters, but 
that they could not be tracked from one social context to another. Mat-
thews thinks of non-trackability both in the physical sense of not being 
tracked down and in the more abstract sense that people cannot link a 
piece of information to a more complete account of who that person is 
(2010: 354ff.), which corresponds to both Wallace’s and Nissenbaum ’s 
conceptions of anonymity.

The aim in this chapter is not to question the above conceptualisations 
of anonymity , nor to argue which is superior. They all give a fair account of 
a common-sense conception of anonymity. What I will question is instead 
whether they give a fair account of what is really at stake. By what is at stake 
I mean the values that are threatened by various de-anonymisation  tech-
nologies. In order to fulfi l this aim, I will simplify the above accounts and 
focus on some fundamental features they all share.

First, on these views, anonymity  is a bivalent concept (that is, a person 
either is or is not identifi able, reachable or trackable). In the next section, 
I will show that anonymisation technology is probabilistic. However, this 
alone does not imply that there is anything wrong with focusing on a con-
ception of the state of anonymity. Indeed, previous accounts do recognise 
that de-anonymisation  is probabilistic (for example, the non-coordinabil-
ity of traits on Wallace’s view). Thus, in the upcoming sections I will also 
show that the risk to anonymity matters, not only because it increases the 
likelihood of de-anonymisation (or author re-identifi cation), but because it 
affects our ability to be anonymous  and because it can cause harm beyond 
de-anonymisation.
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Secondly, on these views, anonymity  is a relation between some infor-
mation (which I take to include actions, since actions can be expressed in 
the form of information) and a person, that is, what is at stake is revealing 
that some information is linked to some person (henceforth I will simply 
speak of ‘revealing linkages’ as ‘linkages’). Conversely, I will argue that a 
person can be harmed when information about that person is linked to 
other information about that person, without it being linked to that per-
son. We can distinguish these two linkages by referring to the former as 
‘information-to-person linkage’ and the latter as ‘information-to-informa-
tion linkage’.

I will summarise the above theses in an account that I will call the com-
mon view (since it seems to correspond with the common-sense idea of 
anonymity ):

The common view: a person is anonymous  relative to some information only 
if that person cannot be singled out as the one linked to that information.

Before I turn to show that this is not the concept we need, two further things 
need to be noted.

First, the common view uses ‘information’ in a broader and more inclu-
sive sense than what follows from a close reading of the three considered 
accounts. Secondly, although there are various senses of anonymity , it 
should be clear from the discussion above that the common view corre-
sponds to the colloquial language notion of anonymity as relating to some 
particular information (that is, one is anonymous  relative to some particu-
lar information, as compared with being a person about which very little 
is known).

The remainder of this chapter is structured as follows. In the next section, 
I will introduce some basic information about de-anonymisation  technolo-
gies and an elementary challenge from Paul Ohm  (2010). At the end of 
that section, I will have introduced reasons to doubt whether focusing on 
anonymity  is enough. However, the choice of what concepts that we need 
will still be open. Thus, in the third section I argue that the common view 
cannot make sense of future risks of de-anonymisation and, more impor-
tantly, that harm goes beyond de-anonymisation, concluding that what we 
need is a concept of our ability to be anonymous . In the fourth section, I will 
aim to explicate this ability. Last, in the fi fth section, while the previous 
discussions will have focused on individual harms, I aim to briefl y broaden 
the discussion to show that the concept can be applied to collectives as well 
as to situations when de-anonymisation is all-things-considered desirable. 
Finally, I will end the chapter by a brief summation.
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De-anonymisation and Information Aggregation

We can speak of a person being de-anonymised in line with the common 
view as follows:

The common view of de-anonymisation : a person that was previously anony-
mous  relative to some information is de-anonymised if that person can be 
singled out as the one linked to that information.

In this sense de-anonymisation  is achieved by linking information that 
allows for the identifi cation of a singular person. For example, if you know 
the ZIP code, sex and date of birth of a someone living in the US,  then there 
is at least 61 per cent chance that the person can be identifi ed (see Ohm 
2010: 1705, fn. 4, which also includes relevant references).

The aim of this section is to clarify a few relevant technical aspects of 
de-anonymisation  technologies. First, I will discuss the granularity of the 
information that can be used to de-anonymise  someone. Secondly, I will 
discuss the aggregating power of de-anonymisation technologies and set 
the basis for my critique of the common view.

In the previous section I noted that Wallace’s conception of anonymity  
as non-coordinatability of traits, indicated a narrower scope than the com-
mon view. Wallace explains that traits should be understood as similar to 
that of a defi nitive description (Wallace 1999: 25). Furthermore, she thinks 
that ‘a person is each of her traits (mother, novelist, English speaker, pro-
fessor of mathematics, licensed driver, social security  contributor, and so 
on)’ (ibid.: 26).

Thus, conceptualising anonymity  in terms of traits seems to imply that 
only information that is fairly substantial in itself (that is, information that 
is constitutive of who we are) can be used to de-anonymise  someone. This 
is problematic since de-anonymisation  can be performed using informa-
tion of extremely varying granularity. It is misleading to think that only 
information that is constitutive of who we are can threaten our anonymity.

Indeed, de-anonymisation  technology shows that information that is 
seemingly insignifi cant can be combined to de-anonymise  us. For example, 
Johansson, Kaati and Shrestha (2015) have shown how de-anonymisation 
can be achieved by analysing when a user posts information. By analysing 
individual posting times, they create a ‘timeprint’ that can be used to reveal 
who the author is. With machine learning  the success rate of author iden-
tifi cation was 90 per cent for a sample of 1,000 users (ibid.: 10). They also 
show how to improve the identifi cation by adding a stylometric analysis 
(that is, an analysis of how we write).
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Although we can have a meaningful discussion about whether one’s writ-
ing style constitutes a trait, it is clear that a singular time when one posts on 
the Internet does not constitute a trait in the sense Wallace conceptualises 
it (although a timeprint might). Despite this, it is the singular posting times 
that are coordinated into a timeprint, which allows for de-anonymisation .

Thus, we need to keep in mind that virtually any information, irrespective 
of its granularity, can be used to de-anonymise  us. Therefore, to protect ano-
nymity , we cannot only protect information that is sensitive in itself, since 
seemingly insignifi cant information can – if combined – become signifi cant. 
This must be properly considered when conceptually analysing anonymity, 
which is why I have defi ned the common view in terms of information (and 
not in terms of, for example, traits).

Seemingly insignifi cant information can also be used to reveal further 
information about identifi ed persons. An illustrative example is that of 
Facebook  ‘likes’ (Facebook ‘likes’ is a function that allows users on Face-
book to react to postings – including links – on Facebook by giving a 
thumbs-up; in 2016, Facebook complemented the function with a wider 
set of reactions). Kosinski, Stillwell and Graepel (2013) built a model that 
could analyse binary sorted personal traits on the basis of what people 
had ‘liked’ on Facebook. The success rate was between 60 and 95 per cent 
and included (in order of correlation – from weakest to strongest): parents 
together/separated before age of 21; drug use; single/in a relationship; 
alcohol use; smoker; lesbian; Christian/Muslim; Democrat/Republican; 
gay; gender (Kosinski et al.: 5803, fi g. 2). They also tested correlation to 
various personal traits (ibid.: 5804, fi g. 3).

This example illustrates that the kind of technologies that are used to 
de-anonymise  some anonymous  information about a person can also be 
used to reveal further information about that person, which is not part of 
any anonymous  set of information. That is, what is at stake here is not 
merely retaining anonymity  of some particular information, because these 
technologies can be used to generally reveal information about a person. 
The best way to conceptualise this harm is arguably to say that the problem 
is that the Kosinski et al. model in conjunction with the Facebook  ‘likes’ 
affects a person’s ability to be anonymous , because it diminishes a person’s 
ability to control  what is known about that person. However, this does not 
mean that the disvalue of having more information about oneself available 
cannot be explained on the common view. For example, one could view this 
as a de-anonymisation  of a large set of information. However, on the one 
hand, the model neither identifi es nor makes a person reachable (providing 
a potential counter-example to Wallace’s and Nissenbaum ’s conceptions). 
But, on the other hand, it could be argued that it makes a person more 
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trackable over social contexts. The current question, then, is whether it is 
more reasonable to think of this as affecting our ability to be anonymous  
or our anonymity.

The above examples also relate to what Paul Ohm  calls the ‘accretion 
problem’. The accretion problem is that successful de-anonymisation  func-
tions as a key to further success. By linking ‘anonymised’ information with 
other ‘anonymised’ information one can de-anonymise  (or re-identify, 
which is the concept that Ohm uses) further ‘anonymised’ information. 
Generally, success increases the chance of further success (Ohm 2010: 
1746). In a nutshell, the information gained by de-anonymising someone’s 
information in one situation can be further used to unlock other informa-
tion to further de-anonymise  someone’s information in other situations.

As Ohm notes, the accretion problem neatly illustrates why successful 
de-anonymisation  of insignifi cant information matters: it matters because 
it can be used to de-anonymise  signifi cant information and cause future 
harm (Ohm 2010). It also illustrates why the risk of de-anonymisation 
is important. That an ethical analysis must take risks into consideration, 
rather than only focusing on idealised cases, has been pointed out before 
(see, for example, Hansson 2003).

As previously noted, on the common view anonymity  is a binary concept, 
but that does not necessarily make de-anonymisation  non-probabilistic.

On the one hand, it could be argued that the relevant concept is a mea-
surement of the risk of de-anonymisation , not whether someone is anony-
mous  or not. For example, Ohm argues that we should apply a concept of 
informational entropy (corresponding to some conceptions of informa-
tion and informativity; see Adriaans 2013, for an overview). Entropy func-
tions as a measurement of possibilities, fewer possibilities imply a lower 
entropy, which implies a greater risk of successful de-anonymisation. 
When more information is linked, the possible links (to a person or other 
information) become fewer and, therefore, de-anonymisation becomes 
more probable.

On the other hand, a proponent of the common view may respond that 
what matters is anonymity  and that the risk of anonymity matters only 
insofar as it affects our anonymity. Thus, the risk of de-anonymisation  is 
only a disvalue insofar as it is actually realised. Proponents of the common 
view can then use Ohm’s entropy-measurement (or something similar) to 
measure that risk.

However, harm does not stop with the risk of de-anonymisation . In the 
next section, I will argue that what is at stake here goes beyond the risk of 
de-anonymisation. First, we need a concept that also takes future risks due to 
de-anonymisation into consideration. Secondly, what is at stake goes beyond 
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de-anonymisation as such, because there can be harm from de-anonymisa-
tion technologies without de-anonymisation.

The Risk of Future De-anonymisation  and Harm 
Without De-anonymisation

In the previous section, I relied on insights from Ohm – and others – that 
showed how insignifi cant linkages can be instrumental for the de-anonymi-
sation  of more sensitive information. In this section, I will fi rst show that 
Ohm’s suggestion to use entropy is insuffi cient given future threats to our 
ability to be anonymous . Next, I will more broadly attack the common view 
presumption that what is at stake is only information-to-person linkage.

As previously noted, Ohm suggested is that the risk of de-anonymisation  
can be measured by the concept of entropy:

. . . entropy measures how close an adversary is to connecting a given fact 
to a given individual. It describes the length of the interference chains 
heading in opposite directions, quantifying the remaining uncertainty. 
(Ohm 2010: 1749)

However, the problem is that while this gives us a measurement of the risk 
of de-anonymisation  for a given fact, it cannot be used to measure future 
risks, given future possible facts (that is, something that would be a fact if a 
certain possibility is actualised in the future). Information-to-information 
linkage does not only affect the person’s current ability to be anonymous , 
but also their future ability to be anonymous .

Here is an example: Jane has previously made a list of her favourite 
fi lms available. While the list is clearly linked to Jane, there is no further 
anonymised information about Jane to which it could possibly be linked. 
Thus, on the common view, the potential harm of making her list known 
is limited to the harm of her list being known. On the view I defend, 
the existence of her list is also harmful because it affects her ability to be 
anonymous . The reason for this is simple: although it cannot currently 
be linked to any further information, it could be linked to future possible 
information (making Jane de-anonymised given her future actions). For 
example, consider that Jane creates an account on an online site that allows 
her to grade and rank movies (for example,  the Internet Movie Database 
(IMDb)). Furthermore, suppose that her top-list ( perhaps in conjunction 
with other previously available information) makes her IMDb  account 
linkable to her. The example can be expanded, for example, by linkage 
from grading of all her fi lms to making all her view-patterns available. 
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Suppose, for example, that she starts using an online streaming service 
such as Netfl ix . Further suppose that Netfl ix makes all their user data pub-
licly available in an anonymised form (as they previously have, see Ohm 
2010: 1720ff. for an over-view and a list of relevant references). If so, her 
currently available information would make it impossible for her, in the 
future, to keep her Netfl ix usage anonymous . As a result of that all of her 
viewing patterns would be available, which could be linked to reveal fur-
ther information, etc. While de-anonymisation  of her IMDb  account may 
be an insignifi cant harm, in itself, her complete viewing-pattern (including 
both what she sees and when she sees it) would be possibly signifi cant. 
Also, keep in mind that this further decreases her ability to be anonymous  
(via the accretion problem), both in the current situation as well as future 
possible situations.

On the common view, the information-to-person linkage between 
Jane and her IMDb  account, via her top-list, would be the harm. On my 
view, that conclusion misses the fact that it was the previous release of 
her top-list that made the de-anonymisation  and information-to-person 
linkage possible. On my view, we should reasonably consider any link-
age harmful because it decreases our ability to be anonymous  not only 
in the current situation, but in future possible situations. This is reason-
ably part of what is at stake. Conversely, a proponent of the common 
view would likely respond and argue that the harm here is future de-
anonymisation of future possible facts, and that while we should recognise 
that information-to-information linkages was necessary for that harm, the 
information-to-information linkages was not harmful in itself, it was only 
instrumental for the de-anonymisation of information-to-person linkage. 
However, there can be harm from de-anonymisation technologies without 
de-anonymisation.

Consider the following example: suppose that a large set of sensitive 
information about Joe is linked so that it is knowable that it is about the 
same person, but not yet knowable whom it is about. Let us further presume 
that if Joe makes various kinds of communications, then these communica-
tions can be used to completely de-anonymise  the sensitive information. 
Further, suppose that Joe knows this. This means that Joe would have to 
choose whether to communicate freely and, as a consequence, have a third 
party know that this information is about him, or whether to censor him-
self in order to keep it secret that the information is about him. (A similar 
example is discussed by Ohm 2010: 1748, however, Ohm’s discussion is in 
line with the common view – that the de-anonymisation  is the harm.)

In such a situation Joe is harmed, even if the information is never de-
anonymised. Although this particular example may strike some as a rare 
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situation, it reveals that what matters goes beyond avoiding de-anonymi-
sation  as such. Furthermore, the example can be modifi ed to generalise 
to situations most of us encounter in our daily lives. For example, choos-
ing whether to create a Facebook  account, use the services of Google , use 
some smartphone apps, or use many other services that come without a 
monetary cost, but include paying with your information. Many people 
do deal with such trade-offs. The problems are several, such as the non-
transparent usage of (personal) information, which the example of Face-
book ‘likes’ illustrates (see Hull, Lipford and Latulipe 2011 for a broad 
discussion, although partly outdated, about privacy  concerns relating to 
Facebook). Furthermore, avoiding social networks such as Facebook may, 
at least in some social circles, include a certain amount of social isolation. 
While it is reasonable to think that many are unaware of the exact conse-
quences for their personal information, most are not completely unwit-
ting. There are plausibly a fair amount of people making trade-offs similar 
to that of Joe.

However, it is, of course, rare that a person knows of the specifi c risks 
of being de-anonymised. Thus, suppose, conversely, that Joe without 
knowing revealed all this sensitive information about himself (that is, 
he accidentally de-anonymised himself in relation to this information 
and, thus, revealed a large set of sensitive information about himself). 
While the common view can sensibly explain why the de-anonymisation  
matters in a situation in which Joe unwittingly reveals all that sensitive 
information, the core of the problem is not necessarily captured by the 
common view, but in control  over our communications. Paraphrasing on 
Matthews’ examples, suppose that the information is a detailed account 
of Joe’s sexual activities. Suppose further that while the information may 
be sensitive (in the sense that it is not something that Joe wants to share), 
it does not reveal anything about his social position or role, which was 
not previously known. For example, Joe may have accidentally revealed 
details to friends about one of his sexual encounters (which he did not 
want to share), although it is perfectly well-known what kind of sexual 
encounters that Joe engages in. Thus, the information can be harmful, 
although it does not affect Joe’s social position. Neither would it contrib-
ute to him being reachable in a sense that matters, which he previously 
was not. Nor would it make him identifi ed (by revealing any of his traits), 
since he is already identifi ed as person that does x-like things. Thus, the 
common view (or, specifi cally, the three discussed conceptions of ano-
nymity ) does not capture what is really at stake in these examples. In the 
next section, I will turn to explicate our ability to be anonymous  and to show 
that it captures what is at stake.
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Explicating Our Ability to be Anonymous 

What the above examples show is that the values of anonymity  go beyond 
the common view (that is, beyond information-to-person linkage). Harm 
can result simply from information-to-information linkage. Why? Because 
it decreases our ability to be anonymous . In this section, I aim to explicate 
the concept of our ability to be anonymous  (in line with previous exam-
ples). I will also aim to show how it differs from the closely related concepts 
of privacy  and the right to privacy.

The simple suggestion is that our ability to be anonymous  should be 
defi ned in terms of a reasonable control  over what we communicate. What I 
mean by control is actually absence of others’ control over what we com-
municate, since control is not necessarily mutually exclusive (that is, that a 
person has control of x does not imply that other people do not also have 
control over x). Furthermore, by communicating I do not merely mean 
communication by speaking or writing. Rather, communication is much 
broader: what I have in mind is communicative actions, by which I mean 
actions that lead to information being transferred. For example, this can 
be speech acts, written messages, bodily movements (for example, how a 
person reacts in a situation or that a certain person goes from one place 
to another), or basically any usage of Internet services (just by clicking on 
websites we communicate, although such communication should in most 
cases ideally be private). Thus, what I broadly mean by a control over what 
we communicate is that when communicating some information, I, to a per-
son, P, one has control to the extent that only I is communicated to only 
P. Relative to this, harm mainly relates to two main types of risk (which, as 
the previous examples show, need not be actualised – since risk can be part 
of a trade-off with another value): (1) harm can result because the informa-
tion intended for P is also at risk of being spread to Q; and (2) harm can 
result from the risk of others’ ability to conclude that I implies J. However, 
since most communications actually have such a deductive, inductive or 
abductive; the reasonability condition is quite central. If I ask you to pass me 
the dessert, you can perhaps presume that I like cake. This is, on most occa-
sions, unproblematic. However, the currently available techniques make it 
possible to perform information linkage that goes well beyond such ordi-
nary everyday conversational conclusions. The same holds for communica-
tions intended for P, but (at risk of being) spread to Q. This is, standardly, 
something that P has control over. But we can maintain a reasonable con-
trol if P respects that we should maintain this control.

If we re-examine the previous examples we can see that this ability 
indeed captures what was at stake. First, Jane’s ability to control  her future 
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communication was limited by unimportant information being linked to 
her. Because of information she was previously fi ne with communicating, 
it became impossible for her to keep other (more sensitive information) 
anonymous , which decreased her ability to be anonymous . Secondly, Joe 
had to choose between self-censorship and control over what was known 
about him (mutatis mutandis for the remaining variations), meaning that 
Joe was harmed, even without de-anonymisation , because his ability to be 
anonymous  was seriously diminished.

Now, given that I talk about control  over communications of (sensi-
tive) information, it is easy to think that I am confl ating our ability to be 
anonymous  with privacy  or the right to privacy. For example, according to 
Andrei Marmor,  ‘there is a general right to privacy grounded in people’s 
interest in having a reasonable measure of control over the ways in which 
they can present themselves (and what is theirs) to others’ (Marmor 2015: 
3f.), and according to William A. Parent, ‘[p]rivacy is the condition of not 
having undocumented personal knowledge about one possessed by oth-
ers’ (Parent 1983: 269). However, if the overlap between these accounts 
of (the right to) privacy and our ability to be anonymous  is, in fact, a 
confl ation, then it is, arguably, these accounts – not mine – that are too 
broad. I have three things to say in defence of my conceptualisation: fi rst, 
it is easy to conceive of an example that diminishes a person’s control 
over what they communicate while having nothing to do with privacy. 
Suppose, for example, that Joe’s sensitive information was his previously 
unknown business plans. Suppose further that although the business plans 
are sensitive they contain no privacy-sensitive information. Yet, by making 
it available, it affects his control over the ways in which he can present his 
business plan to others (that is, exactly the kind of control that Marmor  
discusses).2 Thus, I would argue that it is control accounts of privacy (or 
the right to privacy) that are confused and in fact include too much (muta-
tis mutandis for Parent’s account of possession of personal information). 
Secondly, the ability to be anonymous  is reasonably also narrower than 
(the right to) privacy. Generally, there are situations which can dimin-
ish someone’s privacy (or infringe upon the right) without affecting the 
control over our communications. For example, being seen in the nude 
by a former intimate partner standardly diminishes one’s privacy (mutatis 
mutandis for the right), but given that it does not give the ex-partner access 
to any new information one’s ability to be anonymous  is not affected, 
since one’s control over this information was already previously shared. 
Thirdly, that two concepts partly overlap is not necessarily a problem; 
it just means that our ability to be anonymous  indeed has a lot to do 
with preserving privacy. Thus, while our ability to be anonymous  is not 
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confl ated with privacy, privacy is amongst one of many values that the 
ability can help protect (see Matthews 2010: 355).

That completes the main aim of the chapter, which was to argue for – 
and explicate – a conception of the concept we need in order to analyse and 
address possible harms from de-anonymisation  technologies. However, the 
harms I have focused on so far have been limited to individuals’ harm from 
de-anonymisation technologies. In the next section, I will aim to show that 
the concept of our ability to be anonymous  applies more broadly, by address-
ing good and bad usage of de-anonymisation technologies.

Dual Usage of De-anonymisation  Technologies

In this penultimate section, I will briefl y contextualise the challenges we are 
facing, to show how the concept of our ability to be anonymous  works as an 
umbrella concept that addresses a complex and multifaceted debate. While 
the examples previously discussed – in relation to the aim of chapter – have 
focus on situations when de-anonymisation  technologies cause harm for 
individuals, these technologies are actually so-called dual-use technologies 
(that is, they can be used for good, bad and neutral purposes).

On the one hand, the ability to be anonymous  broadly protects against 
any potential harm due to others’ control  of information about us. For 
individuals, this relates to fundamental questions about autonomy  and lib-
erty , because the ability not only protects privacy  but also offers protection 
against undue infl uence and manipulation. Focusing on the latter, not pre-
viously discussed issues, there is a whole industry that depends on aggrega-
tion of individuals’ online behaviour in order to adapt commercials to fi t 
with individual preferences or to manipulate individual preferences to fi t 
the product. What is worse is that if applied on an aggregated level, infor-
mation aggregation can be used for gerrymandering, or targeted manipula-
tions can used to affect the political process (for example, by misleading 
people in order to make them vote for candidates they otherwise would 
not have supported). Although the dust is not yet settled on the 2016 US  
presidential election , some of the discussions concerning that election can 
serve as a good example of worst-case scenarios – when elections , indeed, 
are won by manipulating a large part of the electors. What I have in mind, 
amongst other things, is the scandal involving Cambridge Analytica , which 
‘harvested private information from the Facebook  profi les of more than 
50 million users without their permission’ (Rosenberg, Confessore and 
Cadwalladr 2018).

On the other hand, the ability to be anonymous  can be used for unde-
sirable purposes. Indeed, sometimes de-anonymisation  is desirable. For 
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example, we standardly want to de-anonymise  criminals. De-anonymisa-
tion techniques can also be used to help determine who the author of an 
ancient text is (for example, whether Alcibiades II was written by Plato  or 
not). Also, information aggregation of people’s communications can also 
broadly be used to gain useful statistical information, such as of the spread 
of infl uenza (see, for example, Ginsberg et al. 2009). More importantly, the 
ability to be anonymous  can be used to achieve a false identity, for exam-
ple, to engage in disinformation  campaigns. Here again, the US  presidential 
election  can be used as an example (see, for example, Mueller 2019). How-
ever, as previously implied, a successful disinformation campaign also, to 
some degree, depends on having suffi cient knowledge about your target.

While the concept clearly applies to the above examples, one may worry 
that the concept is not analytically helpful when addressing trade-offs 
between good and bad uses of the ability. One way to view the challenges 
we are facing is as a binary choice between good and bad usage of the abil-
ity to be anonymous  and de-anonymisation  technologies (that is, similar to 
the debate between privacy  and security ). On the basis of this supposition, 
one cannot protect ordinary individuals’ ability to be anonymous  without 
protecting criminals’ ability to be anonymous . Lastly, I will argue that this 
supposition is false.

Consider, for example, Onion Routing (used, for example, by the Tor 
browser). Onion Routing protects against a digital Peeping Tom by provid-
ing protection against an outsider’s access to both the content of commu-
nications and the communicators (see, for example, Goldschlag, Reed and 
Syverson 1999). Techniques such as Onion Routing can be used to protect 
against eavesdroppers for both good purposes (for example, protecting a 
whistle-blower against an oppressive regime) and bad purposes (for exam-
ple, protecting terrorists plotting an attack).

While Onion Routing can be used for both good and bad purposes, 
it cannot give any protection against the traces the ordinary Internet user 
leaves by their online behaviour, such as using services that require you to 
log-in, contributing to online information, or because services log meta-
data (such as access time). This is because the distinct difference between 
aggregation of available information (making it possible to conclude that I 
implies J) and eavesdropping of private conversations.

Arguably the challenges to our ability to be anonymous  are complex 
and multifaceted. But given that the activities of an ordinary person differ 
from those of a criminal, it is not unreasonable to think that it is possible 
to have a society that better protects some aspects of our ability to be anon-
ymous , without leading to increased protection of criminal activity. The 
development of the Internet of Things – which will equip ordinary everyday 
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electronics with smart sensors – will put everyone’s ability to be anony-
mous  at risk. However, while it is not logically impossible that, for example, 
a smart fridge could collect information that is helpful in the solution of 
a crime , it is not very likely. Thus, although there are arguably trade-offs 
to each option (for example, there are obvious individual benefi ts of aggre-
gated analysis of a person’s ‘communications’), the trade-offs are not nec-
essarily between bad and good uses of people’s ability to be anonymous . 
Reasonably, successful criminals know better than ordinary citizens how to 
protect their ability to be anonymous  (making use of techniques that few 
ordinary people apply). This does not only put ordinary individuals at a 
disadvantage, but – as the example with the fridge aims to illustrate – we 
can protect ordinary people’s ability to be anonymous  in ordinary situa-
tions without necessarily protecting the ability to be anonymous  for more 
nefarious purposes.

Either way, the account of the concept of our ability to be anonymous , 
rather than anonymity , is indeed the most helpful concept to analytically 
disentangle and evaluate these issues.

Summation and Final Comments

In this text, I have defended two intertwined ideas. First, given the power of 
the available de-anonymisation  techniques the challenges we are facing are 
best conceptualised by an ability to be anonymous , rather than by a concept 
of anonymity . Secondly, our ability to be anonymous  can be conceptualised in 
terms of having reasonable control  over what we communicate.

De-anonymisation and information aggregation can be used to analyse 
our communications and behaviour in a way that allows others to infer 
more information than what is intended or available analytically in the 
communication as such. On the one hand, this can infringe upon our (right 
to) privacy , force us into lose-to-lose trade-offs and be abused to manip-
ulate us, something which puts the whole democratic society at risk. On 
the other hand, it can be used to de-anonymise  criminals, to gain valuable 
aggregated information (such as the spread of infl uenza), and to uncover 
the source of disinformation  campaigns.

While the techniques are both benefi cial and disadvantageous, it is rea-
sonable to presume that it is possible to protect individuals against harm, 
while retaining various benefi ts.

Last, I have avoided saying what we should do, but given the current 
technological development it is not unreasonable to think that we are at 
a crossroads. We either choose to act in way that protects our ability to be 
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anonymous  or we might move towards a society where the private sphere 
and our individual control  of it, and possibly – as an extension – our auton-
omy , will be limited. Either way, what we need to analyse is not the concept 
of anonymity , but the concept of our ability to be anonymous .

Notes

 1. See, for example, at: https://www.lexico.com/en/defi nition/anonymous. 
 2. It is important to point out that Marmor  actually talks of the right to privacy  

as being grounded in an interest in a certain form of control , rather than being 
identical to that certain form of control. Thus, it is possible that Marmor  would 
defi ne the right to privacy in a different way. Hence, what is said above should 
not – without further qualifi cation – be read as a criticism of Marmor ’s paper.
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FOURTEEN

Big Data Analytics and the Accessibility of 
Public Inquiries

Philip Garnett and Sarah M. Hughes

 Introduction

There is an increasing tendency for reasonably large heterogeneous data sets 
to be released digitally online as part of public inquiries or court cases. These 
data sets may be composed of PDF fi les, images and scanned handwritten 
documents; some voluntarily and intentionally released, others released 
only after requests or via leaks. The release of these data sets is often justi-
fi ed as necessary to improve the transparency  of a process or the operations 
of an organisation. When the data is released willingly, the intention may 
be that the released evidence would support the conclusions of the investi-
gation or inquiry, thereby reinforcing the legitimacy of the process. Where 
the release of documents is only in response to successful external requests 
for evidence, such as via a state’s Freedom of Information process (FOI), 
the release is often part of an attempt to make the decision-making process 
more transparent to the public by third parties (such as researchers or jour-
nalists). When data is leaked, it is the leaker or whistle-blower  who might 
be attempting to inform the public about a process or practice that they 
believe should be known. In many of these situations questions remain as 
to how useful the released data actually is, the politics of how accessible it 
is, and what the politics are behind its relative accessibility?

This chapter looks at two case studies to highlight some aspects of these 
issues. It argues that the tools normally associated with the analysis of much 
larger big data sets can be successfully applied to improve the accessibility 
of inquiries and similar processes. The two cases that we draw on are the 
court-martial of Private Chelsea Manning  in the US  (Burgess 2012), and the 
Leveson  Inquiry into the Culture, Practice and Ethics of the Press (Leveson 
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Report) in the UK  (Inquiry et al. 2012). We briefl y also touch upon the 
materials that Manning leaked from US Army  databases to WikiLeaks  that 
lead to her court-martial.

The Manning trial of 2013 provides an example of a process whereby the 
supporting evidence, in the form of court exhibits and records, was released 
largely via a systematic process of FOI requests fi led by a small number of 
individuals. The intention was to provide public access to a judicial process 
that otherwise would have been substantially more opaque . In compari-
son, the Leveson  Inquiry, a public inquiry in 2012 in the United Kingdom , 
released some of the evidence and testimony that formed the bases of the 
fi ndings to the public during the inquiry, by the inquiry. These two cases 
have been chosen because they share some common characteristics, most 
notably the nature, format and style of the data released. Where they dif-
fer signifi cantly is in the process by which the data was released and made 
‘accessible’ to the public. This chapter considers the immediate accessibility 
of the data, its long-term storage and accessibility, and how the techniques 
used in the analysis of big data could be applied to improve the accessibility 
of these data sets.

Data sets such as those from the Manning and Leveson  cases are impor-
tant because they often underpin decision-making processes; decisions that 
could have a profound effect on society. For the bases of these decision-
making processes to be truly transparent (and fair) it is argued that it must 
at least be possible for interested parties to cross-reference the data with 
the outcome of the process. Understanding what data was collected, why 
it was collected, and how it fi ts together is therefore important contextual 
information, together with who released the data, and for what purpose. 
The format of the released data is signifi cant for similar reasons, as control-
ling the accessibility (both in terms of ability to read or process the data 
and physically gain access to it) can exert control  on how the process itself 
is viewed and the legitimacy of the decisions made.

Access to the data can be obstructed or obfuscated in multiple ways 
(Belcher and Martin 2013; Garnett and Hughes 2019). Barriers to down-
loading documents can be put into place, websites can be made diffi cult 
to navigate, or the data may be removed after an unspecifi ed period of 
time. These features of data releases may be deliberate, subtle attempts by 
the state to obstruct access, designed to put off all but the most persistent 
researcher. Or they may be a consequence of time and budget restrictions, 
publicly available data being a low priority compared with the main focus 
of the inquiry or process. The data itself can also be of limited accessibil-
ity and use due to the fi le type or method used to prepare the document, 
together with being extensively redacted.
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We argue that the public has a right to access information about what 
is done in their name, and the material upon which decisions are made. It 
has even been proposed that FOI should be a fundamental human right 
(Birkinshaw 2006). However, frequently when access is granted to this 
information (which is not guaranteed) the data is released in the form of 
large complex data sets that would be a challenge to navigate even for those 
involved in generating them. It can also be the case that the access granted is 
not straightforward, and denials or deferrals of access may not be forthcom-
ing (Belcher and Martin 2013).

This chapter investigates the two above case studies where access to sup-
porting evidence has been controlled or limited in some way, and the where 
resulting data sets present their own challenges of accessibility. We raise ques-
tions as to the potential impact of the nature of the data on this process, and 
its accessibility to the public. We argue that if it is assumed that societally 
signifi cant insights might come from the analysis of these large data sets, then 
there is a need for tools to usefully extract valuable information. However, 
tools that are straightforward in use and freely accessible to the public do not 
yet exist, despite increasing interest from government, researchers, compa-
nies and other organisations in extracting value from such data. We end this 
chapter by presenting some examples of tools and technologies that could be 
applied in order to improve the accessibility of released  documents.

The Cases: the Manning  Court-Martial and the Leveson  Inquiry

The court-martial of Private Chelsea Manning  (2013) and the Leveson  
Inquiry (2012) are both examples of the release of documentary evidence 
in modern democratic states. In both cases the evidence was presented in a 
similar form: large quantities of PDF documents, unlinked, often unsearch-
able and with little meaningful metadata. This combination makes the 
data diffi cult to analyse, read and navigate productively. Consequently, the 
possibility for important pieces of information to go unnoticed is high, be 
it a singular fact or an interpretation based on an understanding or inter-
pretation of connected facts. In the following, we provide background to 
Manning ’s court-martial, the data released by Manning  that led to the trial 
and then the  Leveson Inquiry.

The Manning  Court-Martial

On 24 May 2010, Private Chelsea E. Manning  was arrested by the  US  gov-
ernment on suspicion of leaking classifi ed military  material to WikiLeaks. 
At the time Manning  was an intelligence analyst within the US Army, and in 
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2009 had been deployed to Iraq  where she had access to the CIDNE-I and 
CIDNE-A military databases (termed for activity in Iraq and Afghanistan,  
respectively); these classifi ed databases ‘contained millions of vetted and 
fi nalized directories including operational intelligence reporting’ (Manning  
2013a). Manning  found herself increasingly disenchanted with the actions 
of the US military and in January 2010 she began to download classi-
fi ed fi les from both CIDNE-I and CIDNE-A. Manning  passed the fi les to 
WikiLeaks, after attempts to give them to the Washington Post and the New 
York Times failed when the newspapers did not respond. Manning  returned 
to Iraq in February 2010 (Manning 2013b ); between March and May 2010 
she downloaded further documents and sent them to WikiLeaks. Her iden-
tity as the leaker was revealed to the authorities after Manning  confi ded 
some of the details of her activity in an Internet chatroom, which resulted 
in her arrest while in Iraq.

In 2013, Manning  was convicted at court-martial of multiple offences, 
including violation of the 1917 Espionage Act and stealing government 
property. As Manning  was tried under military  law, the details of her trial 
are not held in the public realm; the judge and prosecution decide what 
information is made public. Manning  was sentenced to serve a thirty-fi ve-
year prison sentence in Fort Leavenworth, Kansas. However, in one of his 
fi nal acts as president, President Barack Obama  commuted Manning ’s sen-
tence to nearly seven years of confi nement, dating back to her arrest on 
27 May 2010, and she was released on 17 May 2017. On 8 March 2019, 
Manning  was held in contempt of court for refusing to testify before a federal 
grand jury investigating WikiLeaks , and she has since (with a brief release 
between 9 and 16 May 2019) been h eld in Alexandria City Jail, Virginia.

The Data Leaked by Chelsea Manning 

For the purpose of this chapter, we are interested in the aspects of Manning ’s 
court-martial that were intended to be of benefi t to the public: processes 
that can therefore be considered accountable  to the public in some way. 
Therefore, the nature of the leaked data is interesting and useful contextual 
information. The Manning  leaks took a variety of forms; however, the most 
well-known are the large document caches, including the Iraqi  and Afghan 
war logs, and the US  Diplomatic Cables that were downloaded from mili-
tary  databases. These document caches contain hundreds of thousands of 
documents revealing the inner workings of the US State Department and 
military, varying in classifi cation status. Furthermore, the released material 
also contained a video recording of those in command of the US Army  
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Apache helicopter gunships killing a number of Iraqi  civilians and two 
Reuters’ journalists, and seriously injuring children that came to their aid.

Further classifi ed documents, including State Department cables, pro-
vided details of the offi cially sanctioned cover up of rape and sexual torture 
(including of children) by military  contractors. This material, despite now 
being in the publi c domain, has never been offi cially declassifi ed.

The Leveson  Inquiry

The Leveson  Inquiry (July 2011–November 2012) examined the culture, 
practices and ethics of the UK  press (Inquiry et al. 2012). The purpose of the 
inquiry was to investigate behaviours of the press subsequent to a number 
of scandals, which centred on illegal and unethical practices such as phone 
hacking. The most high-profi le case of these was the hacking of murdered 
schoolgirl Milly Dowler’s mobile phone by News of the World journalists, 
reported in July 2011. The journalists hacked into the voicemail of Milly 
Dowler’s mobile phone looking for newsworthy information, leading her 
parents and the police to believe that she could still be alive (Davies, Francis 
and Greer 2007: 20–6). This action caused signifi cant distress to the par-
ents and changed the nature of the ongoing police investigation. The public 
outrage around this case led the government at the time to hold a public 
inquiry. This inquiry was to be conducted in two parts, the fi rst, an investi-
gation into the culture, ethics and practices of the press.

The second part, which was initially delayed in order to allow active 
criminal investigations into the employees of the News of the World to run 
their course, was intended to look in more detail at the specifi cs of poten-
tial criminal behaviour by News International (the owners of the News of 
the World) and other media outlets. This part was at fi rst delayed and then 
cancelled by the government.

The Inquiry fi ndings were published in a multi-volume report of approxi-
mately 2,000 pages, which can be freely downloaded or purchased for a fee 
(Inquiry et al. 2012; Leveson 2012: vols 1–4) . During the inquiry, the evidence 
collected and provided by witnesses was released on a website. These releases 
often took the form of scanned images of documents contained in PDF fi les; 
these documents were not machine-readable and therefore could not be 
searched (some were handwritten). Following the end of the inquiry process 
the website was taken down and the URL forwarded to an archived version of 
the site held by the British Library. This version of the site lacks some of the 
functionality of the original due to the archiving process, however, it is still 
possible t o retrieve the majority of the evidence (Anon 2011a).
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The Process of Data Release

The process by which the data sets were released differs signifi cantly 
between the Manning  and Leveson  cases, both in how the releases 
were triggered and what information was released and by whom. They 
also took place in different democratic nation-states, with contrasting 
legal frameworks. The Manning  court-martial data was largely released 
due to a signifi cant amount of work by a small number of dedicated 
investigative journalists. In normal courts-martial trials it is the judge 
and the prosecution that decide what information is released to the 
public.

The process by which Manning  leaked the data, although not the focus 
of this chapter, is still worth briefl y mentioning. Manning  was able to 
download data from the US  Army  computer systems by copying onto a 
writable CD-Rom drive marked ‘Lady Gaga’, before smuggling it out inside 
a portable CD player and fi nally returning to the US on leave (Leigh 2010). 
This demonstrates, if nothing else, a degree of lack of internal security  pro-
tecting the data and the systems which could access it. Interestingly, Man-
ning  was one of approximately 1.4 million military  personnel with ‘Top 
Secret’ clearance, all of whom could potentially access the documents. The 
total security-cleared population in the United States  was 4.8 million in 
2012 (Aftergood 2012).

The Leveson  Inquiry was a very different process, as it was intended 
to be a public inquiry from the start. Therefore, evidence was routinely 
released by the Inquiry on its own website as the proceedings progressed. 
Videos of some of the evidence were also recorded and made available. 
The Inquiry itself was protected from the Freedom of Information Act 
2000, and therefore would only guarantee that ‘as much information as 
possible will be provided on [the] website’. This indicates that perhaps 
not all of the material would be made public, and also that ‘Lord Jus-
tice Leveson [had] discretion to allow witnesses to give evidence anony-
mously or in private’. Evidence could therefore be redacted, or otherwise 
censored, before uploading onto the website – or withheld from the 
public altogether.

This means that whilst the public could expect a degree of transpar-
ency  in the release of the evidence of the Leveson  Inquiry material, this 
was at the discretion of those running the Inquiry. It is also worth noting 
that the website for the Inquiry was shut down shortly after it reported. 
However, a limited version of the website has been stored by the National 
Archives and most of the  evidence is therefore still accessible and avail-
able for download.
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The Released Data

In the UK , it is common for public inquiries and the data from success-
ful FOI requests to be released in the form of PDF fi les that often contain 
images of documents, some of which may be handwritten. These fi les are 
not always machine-readable and rarely have informative metadata (where 
metadata is data associated with a document or fi le that describes what it is, 
such as title, data, publishers, author and so on).

The diffi culty of turning what was once a machine-readable document 
into a series of images embedded into a PDF fi le is likely to be due in part to 
the process of removal of metadata, and a method that makes any redaction 
process easier. One method, for example, will turn the individual pages of 
a PDF into image fi les, which can then be redacted and have any metadata 
removed if desired. These images are then turned back into a multipage 
PDF that is really only a container for the images. This is more secure than 
releasing an editable document which might contain information about 
the author(s) of the document, and perhaps even have the capacity to allow 
redactions to be removed if any were made. This practice makes it less likely 
that the content of the documents will be indexed by Internet search engines 
or other search systems, making the data set signifi cantly more diffi cult to 
navigate but protecting the anonymity  of the authors.

In the case of public inquiries, these documents are then uploaded onto 
a website, which may have limited information about the content of the 
document in the form of metadata. These websites may implement a basic 
search system that would allow the metadata to be searched. For example, 
on the Leveson  website the search functionality was very limited; the evi-
dence was presented via an alphabetical index that required the researcher to 
know something about what they were looking for to fi nd a document. The 
other option was to scroll through the entire database. As such, the ability 
for researchers, or interested parties, to exploratively search for information 
was therefore not catered for. This could be due to a lack of resources to pro-
vide a useful search system or a lack of desire to allow such search activity to 
take place – or indeed a combination of the two. Either way, it demonstrates 
that providing easy access to external actors is not a priority.

The Manning  court-martial material provides an interesting compari-
son here. As with the Leveson  Inquiry, the documents were released to the 
public in the form of large PDF documents that have all the same problems 
detailed above. However, in addition to this one could suggest that it is 
possible to detect some of the potential reluctance on the part of the US  
government to release this data, as it was released only due to FOI requests 
by journalists who attended the trial. Further, the form and format of the 
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released court-martial data indicates a similar reluctance. We have previ-
ously published on (Garnett and Hughes 2019; Hughes and Garnett 2019) 
how FOI requests are published via the US Army  online FOI reading room, 
which has particular features that limit the access and use of this data. At the 
time of writing, this includes expired security  certifi cates that the researcher 
needs to navigate around in order to reach the data, and which also make 
the web pages invisible to most search engines.

 Big Data Analytics for Accessibility

Due to the problems described above, the use of released data is likely lim-
ited to all but the most dedicated researchers. It does not invite the public 
to engage with the process and data. We argue that this is not an excuse to 
exempt future inquiries or court cases from releasing data. Rather it is an 
invitation for the development of technologies and tools that can make the 
data more accessible, and enable more effective exploratory analysis.

Examples of Analytical Methods

The analytics tools associated with big data analytics provide potential 
solutions to these problems of analysis and accessibility (at the point 
where the data has been released in some form). The automated build-
ing of network databases mapping the relationships between documents 
is an area of active development, and one in which we are interested. 
Here various machine-learning  tools can be deployed to characterise the 
documents in different ways, normally based on their content. By way of 
example, name–entity detection can be used to extract information from 
the documents that might constitute a meaningful relationship (for exam-
ple, it might be of use to be able to see all the documents that mention 
a particular place or person). Documents could also be classifi ed based 
on the topics contained within using latent dirichlet allocation (LDA) 
or latent semantic analysis (LSA) (Hofmann 1999; Hofmann 2001; Blei, 
Ng and Jordan 2003). More advanced machine-learning technologies 
and deep-learning systems, such as Tensorfl ow or IBM ’s Watson, could 
also be applied to documents (High 2012; Abadi et al. 2016; Goldsbor-
ough 2016). Furthermore, if there are images contained within a release, 
image recognition could also be used to detect features or individuals. The 
consequences of this are, that if applied, along with basic optical charac-
ter recognition to improve searching and indexing of documents, these 
machine-learning technologies could vastly improve the public’s ability 
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to navigate and access information released as part of processes like the 
Leveson  Inquiry and the Manning  court-marti al.

Preliminary Results

Our own preliminary work has focused upon the processing of the Man-
ning  trial documents; we present here an outline of the methodology and 
some of our preliminary fi ndings. Part of the philosophy behind this project 
was to develop tools that would improve the accessibility of the documents 
with minimal manual intervention. A lot of time can be spent processing 
documents to improve their machine-readability. Therefore, with the Man-
ning  trial data we focused more on developing algorithms  to process the 
data as outlined below.

If all the court exhibit data released by FOI with reference to Manning  
is downloaded, it constitutes ~2,200 individual PDF fi les of varying page 
lengths. These fi les were processed out of large ZIP archives into individual 
folders, and the Tesseract OCR program was used to extract the text out of 
the fi les, which was then stored in the same folder (Smith 2007). A sys-
tem of algorithms  was then built using software packages, including both 
deep-learning and natural-language processing tools (in this case both Ten-
sorfl ow and IBM  Watson analytics) and other machine-learning  libraries 
(implemented in Java).

This system of algorithms  was then used to process the documents fi rst 
into a document (MongoDB) database (High 2012; Anon 2016; Golds-
borough 2016) where each entry consists of the binary PDF fi le, the raw 
extracted contents of the fi le (unprocessed), and then metadata which 
consists of various processed information from the raw extracted text. For 
example, a list of names extracted from the raw content would be stored as 
an array within the associated document metadata in the MongoDB data-
base. It is here where the interventions in processing this data are made, if 
a change to produce metadata is required then the algorithms are changed 
automatically. This is more attuned with the philosophy of big data ana-
lytics where it is assumed that there is too much data to consider manual 
interventions, therefore machines are best placed to process the data.

The next phase in the processing of this data was to produce a complex 
network of the relationships between the documents based on the extracted 
metadata. For this phase we used algorithms  to take the content of the Mon-
goDB database and process it into a Neo4J network database (Neo4J 2014). 
Network databases store data in the form of nodes (objects with attributes) 
and edges (relationships between nodes, which can also have attributes). 
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Here each document forms a node in the database and the edges of the net-
work are delineated by the different relationships between the nodes. These 
relationships are determined by the metadata in the MongoDB database. 
For example, an array of names of individuals or places could be mapped to 
an edge between two documents labelled with the person’s name.

The resulting network database can then be used as a navigational aid 
for the researcher. If one fi nds a document of interest one can explore the 
other documents that the algorithms  have linked it to. However, the net-
work can also be analysed to fi nd clusters of documents that could be about 
the same topics, or share similar content in other ways. Network commu-
nity detection algorithms can then visualise and extract these clusters of 
associated documents.

Both predefi ned analytics and the ability to produce custom analytics 
could be provided for the investigation of inquiry data. As many data sets 
have similar characteristics, such as the style of the documents (which is the 
case for both the Manning  and the Leveson  data), there could be a number 
of standard tools that produce a network for enhanced search and naviga-
tion of the data. For example, pre-build algorithms  for content analysis and 
templates for search queries and network analysis. However, the processed 
data could also be analysed using the database search languages (such as 
Cypher for Neo4J (Panzarino 2014)), and the capacity for different content 
processing provided by the use of plugin code.

Such analysis of networks of relationships developed from document 
databases has had an impact already in other domains. For example, the 
Enron email database, which was released as part of the criminal investi-
gation into the Enron fraud, can be analysed to show the key individuals 
and their relationships from a network analysis of the frequency of their 
email communications (Diesner, Frantz and Carley 2005; McCallum, Wang 
and Corrada-Emmanuel 2007). The International Consortium of Investiga-
tive Journalists (ICIJ) has also used similar methods in their analysis of the 
leaked Panama and Paradise Papers (Cabra 2016). The ICIJ has released 
some of the leaked data in the form of a Neo4J database showing the rela-
tionships between some of the individuals and organisations in the papers 
in the form of an interactive, searchable, net work database.

Conclusion

This chapter arose from the provocation that there has been increase in 
the release of large-scale digitalised datasets into the public realm through 
hacking, whistle-blowers , FOI requests and public inquiries. We discussed 
the implications of the form, content and accessibility of this data for big 
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data analytics. This is important in liberal  democracies, for public access to 
state processes and procedures – particularly in the context of public inqui-
ries – is an integral part of holding systems of government accountable  to 
the public. What our research unpacks, however, is that applying the tools 
of big data analytics is made harder for the researcher by a series of state 
practices (for example, lack of metadata, images embedded into PDFs and 
poorly indexed fi les). This chapter moved to address this, making sugges-
tions for how researchers can use big data analytics to navigate this complex 
and politically charged fi eld.

To this end, we drew upon two high-profi le cases, the court-martial of 
US  Army whistle-blower  Chelsea Manning  and the Leveson  Inquiry into 
Press Standards in the UK . These diverse releases of datasets (including 
leaked data, FOI requests, redacted images stored in PDFs and ‘public’ 
inquiry data that are subject to the FOI) exemplifi ed many of the challenges 
and possibilities of big data analytics faced by many researchers in this area. 
In the case of Chelsea Manning , we showcased this using the Tesseract OCR 
program to extract large data out of large ZIP fi les, downloaded from the US 
Army ’s FOI website. Following this, we used a series of algorithms , to pro-
cess these documents into a MongoDB database, we then built a complex 
network of relationships from the extracted metadata. We demonstrated 
how this can be used to compile a network database that can be used to fi nd 
clusters of documents around the same topic.

We argued that if the most value is to be extracted from datasets that 
are released, it is important that tools are developed to effectively engage 
with them. There is a need to avoid situations where data is released only to 
give a veneer of a transparent democratic process, when in reality the data 
is too large and/or incomprehensible to be accessible to the majority of the 
public. Another risk to be avoided is that a lack of public engagement with 
released information is used in the future as a justifi cation for avoiding 
the commitment of resources to the release of information at all. Indeed, 
it could be argued that, for example, the Leveson  Inquiry and its recom-
mendations may have had profound consequences for the freedom  of the 
press in the United Kingdom . Therefore, in a democratic state, the bases for 
those recommendations and the decisions made should be as transparent 
as possible.

The types of data discussed, trial documents, inquiry evidence and 
leaked data, all present challenges to archivists or the process of creating 
and maintaining archives of such events that have signifi cance within cyber-
space. The Leveson  Inquiry website was not maintained very long beyond 
the length of the Inquiry. The fi nal report and summary can be archived 
in libraries for future generations, but the evidence and the website itself 
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presents more of a challenge. The UK  National Archive is providing longer-
term archiving, however, the problems of long-term digital storage remain 
(Hedstrom 1997).

In the case of the Manning  trial documents, the long-term storage is 
provided by the US  Army  FOI reading room. It would be reasonable to 
assume that this is a relatively stable archive. However, the current state 
of the reading room refl ects a degree of neglect (to the point where at the 
time of writing it is inaccessible to some browsers) that may or may not be 
benign (Garnett and Hughes 2019). This highlights the potential confl ict of 
interest in a government being responsible for hosting data which is often 
critical of its own behaviour. The fi nal case of how to archive important 
data that has been leaked but remains classifi ed perhaps the most diffi cult 
challenge to archivists.

Both the Leveson  Inquiry and the court-martial of Chelsea Manning  
raise wider questions of when, and to what extent, it is right to release evi-
dence of actions done in the name (or defence) of a democratic society, 
to the members of that society. Access to the full outcome of the Manning  
trial and the evidential bases of the outcome of the Leveson Inquiry, are 
therefore essential to the debate. This is of further importance in the con-
text of the long history in both the US  and the UK  of leaks and whistle-
blowers , whose actions in hindsight have often been thought to have 
benefi ted society more widely. Therefore, we argue that it is essential that 
the wider public is able to understand the nature of what was done and 
the reasoning behind this. The judicial processes of a democracy should 
be as transparent as possible and the analytical tools being developed 
to process big data can make an important contribution to improving 
the utility and accessibility of any associat ed releases of evidence and 
other data.
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FIFTEEN

Developing an Ethical Compass for Big Data

Harald Stelzer and Hristina Veljanova

Introduction

The Internet and information and communication technologies (ICTs) 
have become an inseparable part of our everyday lives. Millions of Euro-
peans make use of ICT products and services on a daily basis for carry-
ing out various activities. The uptake of ICT in the last few decades has 
enabled the generation and aggregation of vast amounts of data sets, also 
known as big data. There are numerous attempts in the literature to defi ne 
big data. For instance, one common framework defi nes big data as consist-
ing of three dimensions: volume, velocity and variety.1 Volume stands for 
the huge amount of data generated and collected through these technolo-
gies. Velocity relates to the increasing speed at which data are generated and 
processed, which is also expected to further accelerate. Variety encompasses 
the various types of generated data, including unstructured, semi-structured 
and structured data (Lee 2017: 294). In order to derive the greatest value of 
big data, a whole range of processes is needed that go under the name of 
big data analytics. Big data analytics enables the analysis of these large data 
sets with the aim of uncovering patterns, correlations, trends and to create 
knowledge that can be used in a variety of ways, such as making policy or 
business decisions.

Big data means big opportunities for multiple actors such as businesses, 
the research community, governments and consumers/users of ICT. How-
ever, it also comes with considerable high risks of misuse and a decrease 
of trust  in ICT. These data can be used to infl uence and manipulate demo-
cratic decisions and steer consumer behaviour. In the light of the increased 
generation, collection and use of big data, as well as the opportunities and 
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perils that go along with it, there is a strong need to establish an ethical 
framework that can guide decision-making about big data. The aim of such 
a framework would be to set the direction towards responsible and demo-
cratic employment of big data. In the following, we will start to develop 
such an ethical compass for big data by identifying core values, looking for 
potential value confl icts, and developing a set of ethical criteria and indica-
tors for the evaluation of the morally permissible use of big data.

Identifi cation of Core Values and Ethical Impacts

From an ethical perspective, we fi rst have to ask which values are at stake 
when it comes to big data. There are many values out there that are rel-
evant in the context of big data.2 In our approach, we take as a starting 
point the fundamental European  values, including human dignity, free-
dom , democracy, equality , anti-discrimination , the rule of law , respect 
for human rights , pluralism , tolerance , justice , solidarity  and protection 
of EU  citizens. It should be noted though that these values differ in their 
relevance and applicability for questions on big data. For instance, some 
of the values like human dignity are hard to grasp as they are very abstract. 
Others are considered instrumental. There are also values that do not 
seem to be directly infl uenced by big data, or whose infl uence is ambigu-
ous and is determined by how data are handled and what frameworks are 
put in place. As we will argue, ethical issues and concerns revolve around 
six central values: privacy , autonomy , transparency , anti-discrimination, 
responsibility and security . We do not consider this list exhaustive, but 
rather a suffi cient fi rst step in the development of an ethical guidance for 
big data. The list is based on our underlying assumption of the role and 
relation of different values and their importance for ethical impacts of big 
data and ICT.

Big data can comprise both personal and non-personal data . Since per-
sonal data are the main subject of regulation and the law, it is this aspect 
of big data that will be the focus of our analysis.

Privacy 

Privacy  is undoubtedly the central notion in the big data discourse. When 
discussing privacy , an important distinction ought to be made between 
the contexts in which data are generated and used. Nissenbaum  (2004) 
talks about privacy as contextual integrity. She argues that each context or 
sphere of life is characterised by a distinct set of norms that determine key 
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aspects such as roles, expectations, behaviour and limits. This implies that 
practices of gathering and disseminating information should be appropri-
ate to the specifi c context in which they occur, and should abide by the 
norms that govern the distribution of information in that particular con-
text (Nissenbaum  2004: 136–43).

In her analysis on privacy , Spiekermann focuses on the purpose of per-
sonal data  collection as the main assessment point as to whether the collec-
tion itself is to be considered ethical or not (Spiekermann 2016: 49). In that 
sense, when personal data are collected and used for legitimate purposes, 
this should not be considered ethically problematic. Ethically problematic 
are cases where the collected data are used beyond the initial context and pur-
pose, which may result in harmful and discriminatory classifi cations and cat-
egorisations (Rössler 2005: 126; Spiekermann 2016: 49). This closely relates 
to two ethically problematic practices: data mining and cross-correlative data 
mining. Collecting and cross-correlating data from various databases (bank, 
health, shopping data) by companies or law enforcement agencies may reveal 
information and insights about individuals that would not have been discov-
ered otherwise (EGE 2012: 64). Possible answers to such unethical consumer 
or government surveillance  practices are purpose and collection limitation. 
Namely, the amount of collected data and the contexts in which they are used 
should correspond to a previously defi ned legitimate purpose as well as to the 
legitimate expectations of individuals.

Autonomy 

Autonomy  can be understood as the ability of the individual to make deci-
sions regarding her or his life based on motives, reasons, preferences and 
desires that are intrinsically theirs. A common ethical concern regarding 
autonomy  includes cases where individuals and their personal data  are used 
as a means to advance some economic or political goals. Dean, Payne and 
Landry (2016: 489–90) have argued that data-mining activities should not 
only treat all those acted upon equally and in like manner, but also that the 
persons acted upon should be regarded as inherently valuable and not just 
as a tool. A further problem is the lack of awareness how these techniques 
may inhibit individuals’ ability to make informed decisions (Brey 2007). 
Additionally, personalisation features and algorithms  that tailor informa-
tion may lead to the creation of ‘fi lter bubbles ’. This impacts on individual’s 
autonomy since an algorithm  decides what an individual gets to see, not 
what the individual him- or herself thinks they need to see (Pariser 2011). 
This limits the possibility of self-determination and impedes the fl ow of 
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information that is essential for building one’s views and, above all, for 
one’s participation in a democratic society.

One possible way to safeguard autonomy  is through informed consent. 
In the context of big data, informed consent stands for the possibility of the 
individual acting as a user to make an informed decision regarding activities 
with her or his personal data  in an environment free of coercion and on the 
basis of complete and clearly provided information. Stelzer and Veljanova 
(2017: 19) analyse informed consent as constituting two acts: the act of 
being informed and the act of consenting. The fi rst emphasises how infor-
mation should be provided to the user, namely, it should be clear, unam-
biguous, relevant and easily accessible. The second stipulates the conditions 
under which the consent should be given, which implies the possibility of 
voluntarily opting in/out and withdrawing consent.

One tool for enforcing autonomy  and informed consent are privacy  
policies. However, privacy policies are often considered to be too long, 
complex and time-consuming, and therefore fail to serve their purpose 
in many cases (Balboni and Dragan 2017: 10–11). To add to their effec-
tiveness, privacy policies should be made more user-friendly and easily 
understandable. Additionally, they should also inform users about the 
rights they have in relation to their data, such as to access, modify, delete 
data or to oppose any (further) data processing.

Transparency 

The possibility for informed choices also depends on the level of trans-
parency  as this can help to provide answers to questions as what is being 
done, how it is being done and by whom it is done (EGE 2014: 75). In the 
context of ICT, transparency can relate to several aspects, such as activities 
with users’ data (collection, storage, use, dissemination), the products and 
services themselves (in terms of functionality and quality), and also the 
level of security  and the security infrastructure where data are being stored 
and transferred. So, transparency is about providing information so that 
others can more easily predict and understand the actions that have been 
or may be performed, the manner in which they have been performed, as 
well as to locate those who can be held accountable  and responsible if a 
setback of interests or an infringement of rights occurs. In that way, trans-
parency encourages open communication, it instils a feeling of assurance 
and eventually it ensures more accountability. With that being said, trans-
parency can be seen as a promotor of ethical behaviour, a culture of trust  
and democracy.
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The need for transparency  is further fortifi ed due to the opaque  and com-
plex character of data collection. The informational asymmetry that exists 
between users and businesses, but also between citizens and the state, has 
substantially widened due to people’s greater Internet presence and depen-
dence on ICT. This has turned them into transparent subjects living under 
conditions of extraordinary transparency where the line between the public 
and the private sphere is blurring (Reidenberg 2015: 448–9). Therefore, 
by demanding more transparency and openness, users are given a valuable 
tool that could enable them to exercise more control  over their own data 
(EGE 2012: 47). Providing transparency is a necessary condition for an ethi-
cal employment of big data. However, it is not suffi cient since being trans-
parent about one’s practices does not justify the practices or the underlying 
decisions per se.

Responsibility

Questions on moral responsibility focus on three aspects: (1) who can be 
considered a moral agent; (b) what is someone responsible for (backward-
looking responsibility in the sense of assessing the morality of someone’s 
actions); and (c) what ought someone to do (forward-looking responsibil-
ity/responsibility as a duty)? When dealing with big data, we would need 
to provide answers to these questions. For instance, the inclusion of forms 
of artifi cial intelligence  and in particular (self-learning) algorithms  raises 
an important challenge as to whether technology can also be held mor-
ally responsible. Furthermore, we would also need to clearly establish what 
are the duties of those who collect, process and use big data. This brings 
to the fore one moral gap in the distribution of responsibility known as 
the ‘problem of many hands’ (see also Alvarado in this volume).3 At the 
core of this problem lies the diffi culty of identifying the person responsible 
for a particular outcome within a collective setting where the actions of 
many people have together led to causing that outcome. This would imply 
that usually a myriad of people like designers, engineers, programmers, 
researchers, managers, business companies, governments as well as users/
consumers contribute to the collection, processing and use of data in one 
way or another. For Nissenbaum  (1996) attributing moral responsibility to 
individuals seems to be a much more common tendency than attributing 
moral responsibility to collectives. In order to overcome such individual-
istic thinking, she suggests using the concept of accountability and con-
sequently making it possible for groups or even organisations to be held 
accountable . Being accountable  equates to being answerable for one’s own 
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decisions and actions. For Nissenbaum , accountability is a powerful tool 
that can motivate better practices and eventually lead to more reliable and 
trustworthy systems.

Anti-discrimination 

The question of who is to be held responsible also relates to issues of jus-
tice  based on what we owe to other people. One aspect of justice, which is 
especially important in the context of big data, refers to cases where people 
are discriminated against or treated differently for unjust reasons. Bearing in 
mind the capacity to collect, store, manipulate, transmit digital data, the main 
issues concerning justice relate to how data are being used, how people are 
treated based on their data and what are the implications thereof. Discrimi-
nation based on data occurs when collected data are analysed and categorised 
using certain parameters such as ethnicity, religious affi liation, gender, social 
status, educational background or income. Profi ling with certain parameters 
could in some cases result in targeting individuals or groups that are already 
disadvantaged and may be further harmed by public hostility, subordination 
or exclusion. It could also lead to unjustifi ably and unfairly excluding particu-
lar individuals or groups from certain benefi ts or opportunities. Given that 
the processing of data is usually carried out by applying various techniques or 
statistical methods, there is also the risk of data misinterpretation (Donahue, 
Whittemore and Heerman n.d.). If such ‘faulty’ data are ascribed to an indi-
vidual, this may turn him or her into a ‘false positive’ and thus have negative 
implications on his or her life (EGE 2014: 75). For that reason, the accuracy, 
consistency and completeness of data are aspects that must be carefully con-
sidered (Spiekermann 2016: 56–7).

Decision-making based on algorithms  is a further area where justice  
issues may arise, especially as a result of an increased tendency for the auto-
mation of decision-making processes. In spite of a widely accepted assump-
tion that algorithms operate with less or no bias , many experts argue that 
the design and functionality of algorithms is far from value-neutral since 
the algorithm  always refl ects the values of the designer of the algorithm  
(Mittelstadt et al. 2016: 7).4 This speaks volumes for including ethical eval-
uation as part of the design of technology as well.

Security 

In the context of big data, we understand security  as the freedom  and protec-
tion from information-based harms which may come in various forms such 
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as theft, identity fraud, unauthorised access, unauthorised data alteration 
and disclosure. Security  issues concerning data can be more easily analysed 
when framed in categories, each pertaining to particular kinds of threat and 
vulnerabilities which can lead to particular harms. One way of categorising 
security issues is by distinguishing between system security, network secu-
rity and data security. System security has its focus on the protection of sys-
tem resources against viruses and any malicious programs. Network security 
is about protecting and securing network infrastructure. Data security has 
as its focus the protection and preservation of data against unauthorised 
access. This has in its scope not only data that (1) reside in computer stor-
age devices, but also (2) data that are transmitted between computer sys-
tems since the process of transferring information between parties comes 
with high security risks (Tavani 2011: 175–8).

This brief overview of the most important security  aspects points at the 
vital role security plays in the realisation of the other values already elabo-
rated. If the confi dentiality, integrity and availability5 of data are not guar-
anteed, then this has implications not only on the privacy  of data owners 
but also on their autonomy  and beyond that.

Value Confl icts

So far we have identifi ed six core values that are at stake when considering 
big data. We have not yet given a scale of importance of ethical impacts 
or tried to rank the moral values according to their importance. We have 
also not assessed the risks of occurrence of the violation of these values or 
the expected strength and scope of the violation, if it is to occur. Doing so 
would need an interdisciplinary impact assessment that we are not able to 
provide. We can, however, evaluate the values themselves that are at stake 
when considering these ethical impacts. Here we can focus on the relation-
ships between these values, which can be done by identifying possible value 
confl icts and searching for ways to overcome them. It should be noted that 
confl icts may occur between some of the six moral values we have identi-
fi ed, but also between these moral values and other competing non-moral 
values such as effi ciency, usability, convenience or profi t. The latter are of 
particular relevance since experience shows that they appear to be one of 
the greatest rivals of the six moral values. Even though at fi rst sight one may 
be inclined to favour moral values, practice shows that this is not always a 
black-and-white situation.

Value confl icts are natural as ICTs hardly ever infl uence one value while 
being neutral to all others. Also, attempts to mitigate the violation of one 
value may have negative effects on others (Reijers, Brey and Jansen 2016: 42). 
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Moreover, due to value confl icts as well as particular circumstances, we are 
often not able to fulfi l all values, not even to a certain degree. One possibil-
ity of dealing with value confl icts are trade-offs. They not only emerge when 
considering different goals that are valuable from the same perspective, but 
there are further trade-offs or confl icts when the interests of one party are 
set against those of a different party. This is even more complex in the case 
of ICT and big data, where multiple stakeholders are involved, such as (a) 
developers: individuals or enterprises that take part in the design, creation 
and production of ICT; (b) providers: enterprises/businesses that offer and 
sell ICT to users; (c) end-users: individuals who interact with ICT for non-
enterprise purposes; as well as (d) state institutions; and (e) the research 
community.

To gain a better understanding of cases of value confl icts let us start with 
a common everyday situation. For users the full enjoyment of the advan-
tages offered by the Internet and many web-based services such as online 
shopping, social media  or instant information reach very often comes at 
the cost of (parts of) their privacy . Users therefore often fi nd themselves in 
a two-choice situation: do they abandon their interests in those other goods 
and the benefi ts they derive from them for the sake of the privacy and secu-
rity  of their data? Or do these other goods trump users’ privacy and security 
concerns? Even though there are situations where it is possible for them to 
‘abstain’ from giving away their personal data , in most cases participating 
in any online activity is a no-choice situation, it is simply a precondition for 
being part of society.

Users are not the only ones confronted with situations of value confl icts. 
Companies, when offering their products and services to consumers, very 
often seem to fi nd themselves caught in between pursuing their interests 
(profi t increase) and acting ethically for the purpose of preserving consum-
ers’ trust  and loyalty. New technologies have enabled the cost-effective col-
lection, storage and usage of immense amounts of data. Companies have 
recognised that potential and are trying to make the most use of it to sup-
port their businesses (OECD 2015: 144–5). However, if conducted unethi-
cally, these data activities could have negative implications on consumers’ 
data privacy  and security,  and in the long-term on the company itself.

A further well-known value confl ict is between users’ data privacy /secu-
rity  and usability. Applying privacy-enhancing measures to ICT products 
and services may reduce the degree of user-friendliness and usability of a 
website or service. The same applies to security. Taking security counter-
measures in cyberspace can reduce vulnerabilities and possible threats, but 
at the same time it may affect the degree of user-friendliness. Moreover, 
taken from a business perspective, companies investing in strict security 
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measures may unintentionally divert their consumers from using their 
services because of a loss in user-friendliness, convenience and fl exibility. 
Some research fi ndings show that most users put usability before secu-
rity, especially concerning graphical passwords (Dhillon et al. 2016). This 
makes the privacy/security vs usability trade-off a matter which should be 
carefully dealt with.

Another example of confl icting situations of values includes users’ pri-
vacy  and data-driven innovation. Data have great potential because they 
generate new knowledge, encourage innovation, create new opportunities 
and foster the emergence of new products, services, processes (OECD 2015: 
21). However, data collection and processing may directly or indirectly 
diminish users’ privacy if carried out unethically. This points at the need to 
consider how the potential of data-driven innovation can be used without 
jeopardising values such as privacy.

The last example of confl icting values includes transparency  and secu-
rity . Transparency  would mean demanding more information regarding 
how secure users’ data are and what security measures companies take. The 
question of interest here is: what is the level of transparency needed to nar-
row down the information asymmetry between companies and consumers, 
which at the same time does not come at the cost of security? To answer 
this, we should look at the following two aspects: the information itself and 
the recipient of the information. This leads to the question: how detailed 
should that information be to be useful for the user? Letting users know 
that something is being done to protect the security of their data would 
suffi ce, however, overwhelming them with information that they do not 
understand because of its complexity and technicality, does not seem to 
serve its purpose.

Accommodating these value confl icts and tensions is not an easy task. 
Some cases require us to make trade-offs and prioritise. This is often a polit-
ical decision when it comes to providing a legal framework as put forward 
in the General Data Protection Regulation (GDPR) . What guides the nor-
mative decision-making on such trade-offs is the distinction between intrin-
sic values, which are not reducible to other values and are normally taken 
to be of utmost importance, and other values, which are often seen to be 
derivative, instrumental or of lesser importance. In situations of confl ict-
ing values, intrinsic values will normally take precedence over non-intrinsic 
values, implying that often the best choice is to opt for an action that least 
compromises intrinsic values.

Value confl icts can also occur between two or more intrinsic values. 
In such cases we can project our moral intuitions onto the situation. 
This would help us to decide which value seems more important in the 
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particular situation. Even though the reasons or moral intuitions for giv-
ing priority to one value over another may often differ, employing moral 
reasoning allows us to explore the pros and cons for giving priority to 
one value over the other (Reijers, Brey and Jansen 2016: 43). In some 
cases, we may be able to attribute lexical or strict priority to the avoid-
ance of the violation of certain values. However, lexical priority often 
leads to paradox outcomes, especially when safeguarding one value for 
some may result in the violation of other values for many. To make 
trade-offs possible we can use more complex models that attribute fi xed 
or relative weights to certain values. Such models may also allow us to 
consider the extent to which a value may be violated if after weighing 
up the importance of all values the protection of another value (or set 
of values) has been given priority (Birnbacher 2003). For this we need 
to take into account the severity of the violation of certain values (this 
relates to the degree to which and scale at which a violation takes place). 
Weighing will therefore depend to a high degree on the information we 
have about the (expected) consequences of different options at hand. 
Even though there is no sure method for such a process, particular types 
of situations or contexts seem to favour some values more than others 
(Reijers, Brey and Jansen 2016: 43).

Nevertheless, we should be careful with value confl icts since they can 
easily lead to a misguided assessment of the situation. We talk about a value 
confl ict when two things, A and B, stand in confl ict with each other, so 
that both things could not be attained at the same time to the same extent. 
This means that having more of A directly implies having less of B. Even 
though there are situations that fi t this line of reasoning, very often it may 
turn out that A and B do not necessarily exclude each other but rather serve 
as mutual control  marks that prevent unjustifi ed and premature trade-offs. 
In these cases, we avoid the value confl ict by reconfi guring the situation 
in which it would otherwise occur. Here is the place for remedial actions 
and the co-design of solutions by including normative aspects at an early 
development stage.

Criteria for Normatively Permissible Employment of Big Data

Having mapped out the most important values in relation to big data and 
the possible ethical challenges that inevitably arise as a result thereof, 
in this section we provide an evaluative framework, an ethical compass, 
that can be used to assess the impact of big data activities on these val-
ues. As a starting point for our search for the criteria underlying such an 
evaluative framework we can take the six identifi ed values as well as the 
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analysed ethical challenges. For this let us fi rst take a look at the under-
lying conditions that we think are important to fulfi l the values to the 
best degree possible, also keeping in mind potential value confl icts as 
described above.

Without adequate information on data activities it seems impossible to 
fulfi l not only transparency  but any of the core values given above. For this 
fi rst criterion it is important to ask questions about (a) what information 
is provided regarding practices and activities with personal data;  (b) how 
comprehensive and concise the information is; (c) how understandable it 
is; (d) whether it can be easily located; and (e) how it is communicated to 
the user. Privacy policies are one tool that can empower users and also pro-
vide them with necessary and user-friendly information about their rights 
concerning their data.

Information is also crucial for a further criterion, users’ control  over their 
data. For that purpose, it is important that the user is given the possibility 
to access, restrict/object, amend or delete her or his data that has been col-
lected, for instance, by a company as a result of using a service.

As pointed out in the section on privacy , data collection and use must 
be sensitive towards the context as well as the form of data. Data collection 
and use need to be limited and correspond to a previously defi ned purpose. 
A third criterion for the normatively permissible use of big data can there-
fore be found in the limitation of data collection and use.

Privacy also has a function in paving the way for autonomy . One way 
to make autonomous decisions is through informed consent. Informed 
consent itself allows users to voluntarily agree to the processing of certain 
data, and also gives them the possibility to opt-out from data collection and 
application or to withdraw previously given consent.

In relation to justice , anti-discrimination  can be considered as a repre-
sentative criterion. By including anti-discrimination, the idea is to fi ght any 
practices of data-based discrimination as well as decision-making based on 
biased algorithms  which may unfairly disadvantage some individuals or 
groups in society.

Ensuring the protection of data, systems and networks where data are 
exchanged and stored is another criterion. One could not guarantee data 
privacy  without providing a solid security  infrastructure. It should, how-
ever, be emphasised that protection can be seen as a two-man job since it 
requires the efforts not only of the party collecting the data, but also of the 
user while moving around in cyberspace.

Finally, making sure that someone can be held accountable  for unethi-
cal and impermissible activities with personal data  comprises another crite-
rion. It would need to address questions such as whether a party can justify 
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and explain his or her past actions and, if necessary, deal with any negative 
judgements in the form of sanctions or liability issues.

Based on these considerations we can now provide a list of criteria that 
seem most relevant for the use of big data. To bring the criteria to a more 
concrete level corresponding indicators are assigned to each criterion. These 
indicators serve as tools which can measure whether the corresponding cri-
teria have been met. The following table outlines a preliminary list of crite-
ria and indicators that is readily applicable towards the collection and use 
of big data. It can therefore provide a compass for our orientation, but will 
need to be amended once the landscape changes and we are confronted 
with new challenges.

Information
• Users are informed:

• when and what kind of their data are being processed;
• how long their data are being stored;
• about all the parties that will have access to their data.

• Information is comprehensive, concise, informative, easily understand-
able, clearly visible and easy to locate.

• Notice is provided regarding any changes to dealings with personal data .
• Users are informed about their rights regarding any personal data  pro-

cessing activities, including:
• right of access;
• right to rectifi cation;
• right to erasure (‘right to be forgotten’);
• right to restriction of processing;
• right to data portability;
• right to object;
• right not to be subject to a decision based solely on automated 

processing.

Limitation
• Data collection and use are limited to previously defi ned legitimate 

purposes.

Control
• Users can:

• access all necessary information concerning their data and how they 
are processed;

• access their personal data ;
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In order to better understand the relation between the values, criteria and 
indicators, it should be noted that the values stand on the top of the hier-
archy in terms of abstractness and are followed by criteria and indicators, 
which operate at a more concrete level. Taking such an approach paves the 
way for the translation of the values, criteria and indicators into technical 
requirements. It is also important to emphasise that different criteria can be 
linked to more than one value, and that a value can be fulfi lled (or partly 

• have their data corrected in cases where they are incomplete or 
inaccurate;

• request the deletion of their personal data ;
• restrict/object to the processing of their personal data. 

Consent
• Users are given:

• the possibility to voluntarily give (informed) consent for data 
processing;

• the option to opt-in/out from data collection and application;
• the option to withdraw previously given consent.

• The terms of use are unambiguous and easily understandable to the user.
• The silence or inaction of the user is not interpreted as consent.

Anti-discrimination 
• Appropriate techniques are used for profi ling .
• Algorithms  are audited and reviewed in order to ensure no biases  and 

discriminatory practices on the grounds of problematic parameters such 
as ethnic belonging, gender, religion.

Protection
• Users are informed about:

• past security  breaches;
• potential cyber risks.

• Those collecting and storing personal data  take care of the resilience and 
security  of the systems and networks where the data reside.

Accountability
• Users are given the possibility to hold responsible those that collect, 

store or modify their personal data .
• Responsibilities for data activities are clearly stated.
• Work with law enforcement.
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fulfi lled) by more than one criterion. One could describe the process as 
using the values to guide our search for criteria and indicators. There is no 
need to relate the values to the criteria as long as we can expect that using 
the criteria will lead us to the satisfying fulfi lment of most of the values we 
have identifi ed in the fi rst part.

Conclusion

Based on the increased generation, collection and use of big data, as well 
as the opportunities and perils that go along with it, we have shown the 
need to establish an ethical framework that can guide decision-making con-
cerning big data. Such a framework can contribute to the responsible and 
democratic employment of big data, also by indicating the limits regarding 
any big data processes and activities. We have provided the outline of such 
an ethical framework by: (1) identifying six core values (privacy , autonomy , 
transparency , responsibility, anti-discrimination  and security ); (2) looking 
for potential value confl icts; and (3) developing a set of ethical criteria and 
indicators. The values, criteria and indicators together could be used to guide 
the evaluation of big data activities. Of course, our ethical compass needs to 
be further activated by fi lling in some of the missing elements that we are 
not able to deliver in this context. It should then allow us to enhance our 
ability to manoeuvre the rocky coasts as well as the stormy high waters of 
the big data ocean.

Notes

 1. This framework was proposed by Laney (2011). There are also attempts to 
enrich it by adding further dimensions, such as veracity, variability, complexity, 
value and decay. For more on this, see Lee (2017: 294–5).

 2. A study by Christen et al. (2016) has identifi ed 460 value terms in the context 
of cybersecurity.

 3. This problem was initially used by Dennis Thompson (1980) who addressed 
the issue of moral responsibility of public offi cials. Later on, the notion was 
used in various other contexts.

 4. Friedman and Nissenbaum  (1996) distinguish three categories of bias  in rela-
tion to computer systems: pre-existing bias, which stems from social institutions, 
practices and attitudes and exists prior to the design and development of a sys-
tem; technical bias, which originates from technical constraints as part of the 
designing process; and emergent bias, which emerges after the design process 
and in the implementation phase due to the use of the created system in new 
contexts.

 5. This is known as the CIA triangle and represents the industry standard for infor-
mation security . For more, see Parker (1998).
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